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Abstract

Digital simulation is a useful tool for developing a better understanding of physical or hypothetical
systems. It has been used with great success since the advent of the digital computer in such varied fields
as weather prediction, planning military operations, and training. As digital computers become more

capable and network communications systems more prevalent, the notion of synergistically combining the

two to perform distributed simulation has led to some tremendous improvements in simulation speed and

fidelity.

This dissertation describes a new programming language that is useful in creating distributed discrete event
simulations without burdening simulation developers with the difficult and error-prone task of
synchronizing nodes in a distributed simulation. Developers can instead focus on specifying the behavior

of the objects in the virtual environment with little effort devoted to lower level concerns.

The language structure follows the notions of stimulus-response and completely isolates simulation object
instances from each other. Inter-object communication occurs solely through message passing. Several

example applications are described.
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“In theory, there is no difference between theory and practice;

in practice, there is.”
— Chuck Reid

Chapter 1. Rationale and background

1.1. Overview

Simulation in recent years has become increasingly important in understanding natural systems. In
particular, digital simulation provides a method of hypothesis testing, training, and planning that might
otherwise be prohibitive because of either cost or risk. For instance, it’s cheaper and safer to train nuclear
power plant operators on digital simulations than on fully functional equipment. The same claim can be

made for manned space flight operations, as well as, to a somewhat lesser extent, aircrew training.

Industry has become increasingly interested in simulation technologies as the cost of developing prototypes
has dramatically increased. An example of this would be the development of the Boeing 777 airliner.
Boeing designed and digitally tested the 777 for performance and manufacturability before ever building

the first prototype. These tests were conducted using digital simulation (Boeing 2001).

The military has also increasingly relied upon simulation to provide insight into deployment, operations
and support plans, and was instrumental in developing early flight simulators to provide additional training
hours to pilots. More recently, ground and naval combatants have used digital simulation for developing
tactics and training purposes. Simulation systems to assess the overall effectiveness of new weapons and
tactics are also in widespread use throughout the U.S. Department of Defense (DoD). It has become so
important that in 1991, DoD established the Defense Modeling and Simulation Office (DMSO) to

coordinate simulation activities throughout the department (DMSO 2001).

It was in the arena of military simulation that the notion of this dissertation took shape. In 1997, the author
was involved in a simulation exercise to ascertain the operational effectiveness of non-lethal weapons

under a variety of scenarios. The client organization insisted these exercises use a simulation system




known as the Joint Tactical Simulation (JTS)'. JTS did not have the capability to simulate the effects these
new weapon systems were thought to produce in the targets. Specifically, a target was either alive or dead.
Since the purpose of the weapon system was to coerce a behavior in the target, rather than to outright kill it,
there was a substantial effort involved in trying to get the simulation results to reflect the hypothesized

effects.

If there had been the capability to change the behavior of various objects in the simulation that end users
could modify while maintaining the overall system integrity, then the effects of these new weapons could
have been introduced quite simply. It would not have required re-verifying the entire simulation system,
but only the altered portions. This became the ultimate motivation for providing a framework for

describing simulation object behavior in an extensible manner.

The result of this line of thought, and the object of this dissertation, is the Simulation Object Description
Language (SODL - pronounced any way the reader prefers). SODL is an object oriented language, in that
it has the standard ability to inherit behavior from parent classes. It is also completely event driven, in that
object instances can only communicate with each other via message passing. This provides for the
possibility of allowing the simulation to be transparently distributed across a heterogeneous network of
computers while freeing the developer from actually producing the code to perform run-time
synchronization, networking, message sequencing and delivery required to ensure that distributed
simulations process messages in the proper order. Having stated this, we should point out that the actual
run-time system developed to test and support SODL programs runs only on a single processor at the time
of this writing. We took great care to ensure that it could easily be modified to a fully distributed

implementation.

Digital simulation is performed in any of a number of fashions, some of which will be discussed herein at
some length. A digital simulation is broken down into a finite sequence of events. When each event is
handled, the state of the simulation changes in some fundamental way. The difficult part for some types of

simulation is ensuring that these events are handled in the proper order. This is not particularly difficult for

' JTS was combined with the Joint Conflict Model (JCM) to form the Joint Conflict and Tactical Simulator
(JCATS). These simulators were all developed at the Lawrence Livermore National Laboratory, Livermore




simulation systems that run in only one process. In fact, events normally have some sort of time stamp
associated with them, which, if these events are generated out of their intended processing order, can be
placed into a priority queue or some other sorting mechanism to ensure that they are processed in the

correct order.

The situation is not nearly as clear-cut in distributed simulation. On the one hand, if multiple processors
can be brought to bear upon a simulation problem, then an answer can be arrived at in a shorter period of
time than would otherwise be possible. On the other hand, issues such as network latency, lost packets, or
packets received out of order, and clock drift between CPUs in a distributed system can cause
desynchronization between those nodes to occur, allowing events to be processed out of order. When

events are processed out of order, it creates what is known as a causality error (Fujimoto 1990).

There are two basic approaches for dealing with these causality errors in distributed simulation.
Conservative synchronization (Bryant 1977), (Chandy 1979, 1981) seeks to avoid creating these errors by
blocking processing on nodes in a distributed simulation system until additional processing can proceed
without the risk of creating a causality error. Alternatively, optimistic synchronization (Jefferson 1982,
1985a, 1987) provides a mechanism for detecting and recovering from these causality errors. It does this
through state saving, allowing for the possibility of recovery from potential causality errors. When one is
actually encountered, a cascading rollback and event revocation algorithm is used to restore the simulation
system to a state whereby processing the event is temporally consistent with the state of the simulation.
Since it does not block, it can provide a significant speed-up in simulation execution (Fujimoto 1990). The
SODL implementation discussed herein uses an optimistic simulation engine to perform process

synchronization.

Neither of these approaches is appropriate for all simulation systems. Systems where there is a high degree
of interdependence between objects within the simulation may lend themselves to a conservative approach.
Optimistic synchronization may be appropriate for systems in which the components are interdependent to
a limited extent. (Fujimoto 1990) provides a more extensive analysis of the benefits and limitations of each

approach.

CA. For more information refer to (LLNL 1998).




The primary focus of this dissertation is the structure of the SODL language. Even though we implemented
a sequential (i.e. non-distributed) runtime system, its usefulness stems mainly from its ability to test the
SODL language structure. The primary rationale for this approach is that the body of work on this subject
continues to grow. The run-time system provided is intended to act as a framework for incorporating these

new results later, and should not be considered a final product.

1.2. Alternative approaches

There are a number of different approaches available to simulation system developers. What follows is a
list of the various types of approaches that are currently in use, their strengths, weaknesses, and some

examples. Table 1-1 provides a brief overview of these alternative approaches.

Approach Description

Full-Implementation All aspects of the simulation engine are built from scratch for a particular
system.

Modular System Portions of the simulation engine are linked into a final executable to perform

some of the more mundane aspects of simulation such as message delivery and
node synchronization. Calls to these library functions are still needed to make
use of the simulation engine.

Simulation Languages | The simulation engine is provided as a run-time environment in which
simulation developers describe the behavior of the simulation objects. It is
rarely, if ever, necessary for a developer to make any direct calls to the
simulation engine for messaging, sequencing, or synchronization.

Table 1-1 Alternative Simulation Approaches

1.2.1. Full implementations

Early digital simulations were implemented first in low-level machine languages, and later, as compilers
became available, in traditional structured programming languages such as Fortran, C, and others. All
aspects of the simulation engine, from event sequencing through node synchronization were written and
custom tailored to the specific system implementation. The JTS and JCM simulators mentioned earlier
evolved from simulation systems developed in the 1970’s (LLNL 1998). One can open any journal on

simulation to find this approach in use, even to this day.

More recently, beginning in the late 1980’s, object oriented programming languages such as C++, Modula-

2, and Smalltalk made certain aspects of simulation development somewhat easier and significantly more




intuitive. This increased ease did not extend to the core simulation engine, however. Still remaining were

the complexities associated with process synchronization in distributed simulation systems.

This approach has the advantage that there is a substantial amount of control developers have over
optimizing system performance for a particular task. This flexibility, however, comes at a rather
substantial cost in coding and debugging effort. This is particularly the case for distributed simulation,

where node synchronization issues require extensive and complex code to properly address.

Some examples of full simulation system implementations are listed in Table 1-2.

Name & Producer Description

A sequential simulation system with a distributed user
Joint Conflict and Tactical Simulator interface, allows multiple operators to perform combat
Lawrence Livermore National | exercises to test new tactics and weapon systems. Used also
Laboratory for training purposes. Written primarily in C++. Users
(LLNL 1998) include the U.S. Departments Defense, Energy, and

Treasury, as well as some international users.

A distributed simulation system that is currently under
development, using the High Level Architecture (HLA) Run
Time Infrastructure (RTI) as a packet transport mechanism.
It is intended to provide an extensive simulation capability

Joint Simulation Systems (JSIMS)
Defense Modeling & Simulation Office

JSIMS Program Office for conducting training and analysis and doctrine
development.
. Diffract is an optical simulation system used for simulating
Diffract . .
coherent light through optical systems. It can be used to
MM Research . ical . . .
Tucson, AZ simulate optical aberrations and interference patterns in

optical equipment (Mansuripur 1997).

Table 1-2 Some simulation systems used for analysis or training purposes
In addition to the specific simulation systems mentioned in Table 1-2, there are numerous other simulation
packages designed for fields as diverse as computational fluid dynamics to manufacturing. Others are
designed to provide insight into the motions of stars and galaxies, to the workings of the smallest known
particles. Many of these custom simulation systems, though very capable in what they do, are intended for

a specific use that does not readily extend to other uses.

Another area in which simulation is gaining some popularity is in the field of interactive digital
entertainment (by which we mean computer video games). Most of these are built on proprietary special
purpose simulation engines that facilitate event sequencing. Many of the newer games provide the ability

to perform distributed game play over the Internet or via direct dial-up. Some recent examples of these




interactive games are listed in Table 1-3. Distributed game play has become increasingly popular, as more
households are equipped with dial up and broadband Internet access. There are even massively parallel
games in which an entire persistent virtual world has been created. Players can come and go as they please,
joining forces with other players to battle against computer-controlled entities, or against other players.
With faster Internet access becoming more widely available, online gaming is likely to continue growing in

popularity and the games themselves will also continue to increase in their complexity as well.

Name & Publisher Description
. A successor to the popular SimCity. The Sims allows players to
The Sims . . . . .
Electronic Arts cqntrol people in the virtual environment as they interact with others.
Virtual characters are affected by the inputs their real life controllers
Players control a virtual army in an immersive 3-D environment and
Battlezone and Battlezone II can issue orders to their subordinate units, manage resources and
Activision engage in combat all from a first person perspective. Multi-player
modes are available to play over the Internet and over a LAN.
Players can take control of one of a variety of aircraft, each modeled
Flight Simulator 2000 Pro to resemble the actual performance and handling characteristics of
Microsoft the real world counterpart. Microsoft also provides the capability to
download from the Internet current real-world weather conditions.
A massively parallel virtual and persistent world where players
Ultima Online control a virtual character who can fight wars with other player, build
Electronic Arts structures, or even complete cities. Any changes the players make
persist so that others may interact with those changes.

Table 1-3 Current popular games using simulation technologies

1.2.2. Modular simulation systems

It is sometimes possible to encapsulate portions of the central simulation engine functions in a collection of
libraries, such as event sequencing and some rudimentary message delivery. Some libraries may perform
network communications and synchronization required in distributed simulation. Others provide additional
functionality defining, for instance, the behavior of simulation objects incorporated into a separate
development initiative. The intent of these approaches is to use the libraries with a more commonly
available programming language such as C/C++, Fortran, or Java. Other approaches, such as CORBA,
require programmers to write portions of the simulation system in a different language, the Interface
Description Language (IDL) in the case of CORBA. A compiler translates this code into a more common
object oriented language. Standard compilers then compiles and links with the run-time infrastructure in

the library.




Name & Developer Description
A semi-distributed simulation system which has a
number of military entities described in detail as a

Modular Semi-Autonomous Forces (ModSAF) series of C modules. Simulation entity behavior is
United States Army Simulation, Training, and | intended to mimic real world behavior to facilitate
Instrumentation Command (STRICOM) training and analysis for military operations.

Simulation state is stored in a central database that
is accessed via run-time engine (STRICOM 1999).
HLA provides a run-time infrastructure to

High Level Architecture (HLA) facilitate distributed simulation. It primarily deals
Defense Modeling and Simulation Organization | with network communications, not
(DMSO) synchronization, which must be performed in

custom simulation engines.

CORBA is a distribute object system that can be
applied to simulation. As in HLA, a
synchronization mechanism must be provided to
ensure events are processed chronologically.

Common Object Request Broker: Architecture
(CORBA)
The Object Management Group

Table 1-4 Examples of modular simulation systems
While this approach does free developers from writing the complex code associated with these functions,
there is still a great deal of interfacing with those libraries that must take place. Considerable time must be
spent on the part of the developer to actually learn the API for the library. It is also usually necessary, in
order to get the proper results out of the system, for the developer to have a keen understanding of the
manner in which the routines or classes function (particularly in the case of libraries which provide object

behavior descriptions and those that provide synchronization in distributed simulation).

Some examples of systems that provide this modular approach are listed in Table 1-4.

1.2.3. 4" generation simulation programming languages

Recent years have seen the development of a number of special purpose simulation languages. Each of
these has been designed to fill a certain niche. The majority of these languages have been sequential
systems, by which we mean that they are intended to operate on only one host computer (i.e. they are not
distributed). They can generally be broken down into two general categories: continuous time simulators
(CTS) and discrete event simulators (DES). The biggest difference between CTS and DES systems regard
how events are generated. CTS events are generated sequentially, while DES systems may generate their
events out of order. Most simulation languages are sequential systems, not capable of operating in a

distributed manner. Some of these sequential systems are listed in Table 1-5.




Name & Developer Description
Provides a graphical user interface to perform
continuous time simulation of systems governed

%ﬁ; l;\]/}];ﬁlWorks differential equations. Fully interoperable with
Matlab, and extensible with custom routines from
other programming languages. (MathWorks 2001)
Graphical tool for simulating and analyzing

ProModel processes. Extensive analysis tools are provided

ProModel Corp. as well as the ability to export data to third party
spread sheets for custom analysis.

SOAR The SOAR project is a combined effort between

Carnegie Mellon University, University of | several academic institutions and commercial
Michigan, University of Southern California, and | ventures. It intended purpose is to bring inteiligent
others, Soar Technologies, Explore Reasoning | behavior to simulation entities. It is built on top of

Systems, Inc. the Tcl scripting language. (Rosenbloom 1994)
ModSim, ModSim II, SimProcess, SimScript Programming languages for sequential simulation.
CACI ModSim and ModSimlI are based on Modula-2.

Table 1-5 Some commercially available 4" generation sequential simulation packages
While sequential simulation technologies are useful for small to moderately sized problems, there are
problem scales where the additional computing resources available from distributed simulation become
necessary. SODL, the language described in this dissertation, is in this category, along with two others:
Yet Another Distributed Discrete Event Simulator (YADDES) (Priess 1990), and A Parallel Object-

oriented SimulaTion LanguagE (APOSTLE) (Wonnacott 1996).

YADDES programs are translated into C and compiled using a standard C compiler. As such, much of the
benefits of object-oriented programming are not realized in YADDES. It comes with both an optimistic
and a conservative synchronization engine for handling messages and processing state changes. The fact
that it can use either paradigm leads to some additional complexity in the language structure, namely that in
order to realize any efficiencies in the conservative techniques, the process topology must be specified at
compile time. It accomplishes this through an extensive specification of connections between topologically

adjacent processes.

APOSTLE is similar in intent to YADDES, but differs by generating C++ code. This enables APOSTLE
to be an object-oriented language, which it is. However, like YADDES, it is designed to work with both
conservative and optimistic synchronization engines (though as of this writing, only the optimistic engine

had actually been implemented). This again requires that the topology of the distributed simulation be




specified prior to run time, by stating which outputs feed which inputs. One restriction on the APOSTLE

system is that it only runs on Sparc platforms.

1.2.4. Distributed simulation standards

During the 1980’s, the U.S. Department of Defense introduced the Distributed Interactive Simulation (DIS)
standard allowing host processes performing a distributed simulation to communicate with each other using
a common interface. Extensive libraries were developed for DIS, and it became a popular method of
distributing simulation systems. Any DIS certified simulation system was able to send packets to or
receive packets from any other DIS compliant system. This allowed different simulation systems to
operate with each other, even though they had not originally been designed to do so. That is, simulation
system X while DIS compliant may have been intended to work with simulation systems Y and Z.
However, Z may not have been designed to operate with X. Thus, any messages passed from X to Z might

be ignored when they arrive at their destination.

These interoperability issues led the DMSO to propose in 1995 the High Level Architecture (HLA). Here
constructs called “federations™ are established for each group of simulation system developers wishing to
have their simulation systems interoperate (Kuhl 1999). These federations define standard object types and
message formats allowing the different simulation systems within the federation to communicate with each
other. DMSO has provided the HLA Run Time Infrastructure (RTI), an extensive set of communications
routines, similar to CORBA. Actual distributed simulation implementations making use of HLA require
developers to write a great deal of code to address the specific issues pertinent to their system’s
requirements. Apart from the format of the interface between components, a great deal of effort is also
required to ensure compatible semantic content (i.e. ensuring that the same message means the same to all

of the simulation components).

1.3. SODL system description

Neither YADDES nor APOSTLE makes assumptions about the underlying mechanism managing node

synchronization in a distributed simulation. Since some methods® require a rigid pre-specification of the

? Conservative synchronization, described in more detail in Chapter 2 is one such mechanism.




communications topology for optimization purposes, this topology must be specified regardless of the
synchronization method employed. This provides additional opportunities for programmers to introduce
errors and complicates message passing in a purely dynamic fashion. More fundamentally, this
specification requires modelers to think in terms that may not be appropriate for their specific application.
For instance, some models might naturally require arbitrary interaction between virtual objects. This
means that the communications topology would need to be fully connected, or some mechanism to forward

messages needs to be introduced into the model.

This thesis introduces the Simulation Object Description Language (SODL) and takes a somewhat different
approach. Like YADDES and APOSTLE, we designed SODL to facilitate distributed discrete event
simulations (DDES). It does this by converting SODL source files into C++. It is therefore, like
APOSTLE, an object oriented language, though perhaps not to the same extent. Where it primarily differs
is in its assumption about the underlying simulation engine, namely that it will always be optimistic’ in
nature. Optimistic synchronization methods do not take into account communications pathways of a
distributed simulation in any of its optimizations, freeing developers from specifying the distributed
simulation system topology. Messages are simply addressed and delivered to the members in the recipient
list. This notion makes SODL, a completely event driven language requiring inter-process communication

to occur exclusively through message passing.

The guiding principle directing design decisions of the SODL system has been to make as clean a split as
possible between the simulation engine and the behavior of the objects within the simulated environment.
The behavior specification derives directly from the model description, and only rarely do simulation
system restrictions interfere. Thus, SODL provides developers the freedom to express object behavior in
terms that naturally arise from a model without having to be distracted with performing unnecessary run-
time system declarations or calls to the underlying simulation engine to handle some action the engine

could perform on its own.

SODL provides a framework upon which simulation system developers can simulate models that make

extensive use of the notions of stimulus-response. That is, each of the objects in a distributed simulation
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system has a state and makes changes to that state based upon external stimuli. These stimuli can originate
from any of the other objects in the simulated environment and need not flow over fixed communications
pathways. SODL does retain the ability to optionally specify the communications pathways, but the
decision to use this feature is solely at the discretion of the model maker and simulation system designer,
and is not imposed upon them by constraints within the SODL language specification or its run-time
system. Thus, most any model that can be framed in terms of stimulus-response can be directly coded into

SODL source files from such an interaction specification.

There are some drawbacks to this approach. By removing the necessity of defining the topology, we lock

ourselves into an optimistic approach, which is not always the best for a given application (Fujimoto 1993).

Another problem is that there is no convenient way for one object instance A to directly manipulate or
access the data of another instance B. Instead, A must send a message to B, and it is B’s responsibility to
manipulate its own data, or to reply to A’s query about its internal state data. While this may seem
awkward to code, it does more closely reflect the way things happen in the real world. That is, when
objects interact in the physical world, they do so primarily by sending messages of one form or another.
One person will speak to another. When an anti-armor round strikes a tank, it can be thought of as having
sent the message “T just hit you” to the tank. Thus SODL’s use of pure-event programming is, in the end,

rather natural.

SODL draws a distinction between simulation objects (which SODL calls processes) and the data that is
transferred between them (which SODL calls messages). Messages can have arbitrary data fields and
methods to act upon them in a manner analogous to objects in traditional object oriented programming
languages. The message with its payload is transferred between objects in a completely dynamic manner
(meaning that no pre-specified topology is required to direct the message traffic). Processes, in addition to
having internal data and methods, are able to send and receive messages. The process modifies its internal

data upon receipt of a message.

* Optimistic simulation is described in more detail in Chapter 2.
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SODL processes are also modal in nature; they can turn modes of operation on an off based on the message
stream they receive. This allows a process to act one way upon receipt of a message at one time, and act
completely differently upon receipt of another message with the same payload while in a different mode.
This conveniently provides developers with the capability of radically changing a simulation object’s
behavior to a given stimulus (message receipt) with little difficulty. For instance, a simulation of an ant
colony might have the ants behave in one fashion when they are searching for food, another when they
actually find some and gather it, and still another when their nest comes under attack from a neighboring
colony. A developer need only change modes when a certain condition is met, thereby fundamentally

changing the object’s behavior.

1.4. Scope

The primary purpose of this research was to provide a logical framework for defining object behavior in a
virtual environment. To this end, we introduce a conceptual framework for discussing simulation, and
upon this framework, define a language structure allowing simulation system developers to easily and
quickly specify these object behaviors. When it became clear that a stimulus-response description could
provide this specification, distributing the simulation across a network of computers seemed like a logical

but secondary extension of the underlying work.

What we specifically avoid in our analysis are any measures of overall system performance. The rationale
is that the current SODL run-time system can be modified to optimize its performance by taking advantage
of new algorithms or techniques. We instead concentrate on the language specification itself and note that
there is little in the way of programmer interface with the simulation system. This allows simulation
system developers to concentrate on implementing a simulation of a model, rather than with the mundane,

often error prone additional work other simulation systems require.

We provide in this document a description of the sequential simulation system, intended to simulate a
distributed system and used to test SODL. In addition, a number of sample programs and associated
descriptions are provided to gain some insight into the capabilities and limitations of the language

specification and any run-time system that might eventually be employed to support it.
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Chapter 2. Digital simulation

2.1. Overview

sim-ulate — vt. 1. To give a false appearance of; feign 2. To look or act like.*

Simulation has historically allowed scientists and analysts of various fields to test hypotheses about
naturally occurring or hypothetical systems. For much of its history, simulation involved either a series of
hand computations or analog devices designed to simulate some physical system. More recently, digital
computers have allowed more sophisticated simulations in terms of their computational complexity, and
been used in a wider variety of ways. Consider Bernoulli’s description of airflow through a venturi. Prior
to digital computers, acronautical engineering relied heavily upon hand computations and wind tunnel
testing (analog simulation). With the advent of digital computer technology, we now have the ability to

cheaply and easily perform high fidelity digital simulations of airflow around an airframe.

While digital simulation systems are useful in describing physical systems that assist in analysis, other have
been applied to training people to operate equipment that is either too expensive or too dangerous to
actually train on. Examples of simulation for training include space flight operations, as well as nuclear

power plant operations.

For digital simulation, we can create virtual environments with which people can interact more safely, and
in some cases more cost effectively than the real-world systems. Yet, these virtual environments only exist
as a collection of 1’s and 0’s in 2 computer’s memory system and only reflect the real system in a way that

is meaningful to those conducting the analysis or participating in the training.

The range of applications in which simulation might be useful is quite varied. As such, no one approach to
simulation will be appropriate in all circumstances. In some instances, a few lines of equations scribbled
on the back of an envelope might be sufficient for a particular purpose. In others, hundreds of digital
computers working in concert with each other might only scratch the surface of some complex system

dynamics.

* Webster’s New World Dictionary of the American Language, David B. Guralink, Ed. 1979
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For purposes here, we will be considering primarily simulations performed with a digital computer.

2.2. Modeling

Before actually getting to the point where a simulation is of any use, we quite often need to describe in
some unambiguous manner the dynamics of the system under consideration. Modeling is this process of
describing the system, and although it is not dealt with in any detail here, it is an integral part of the overall
simulation process, and needs to be adequately tackled prior to writing any code. The modeling process in
many cases will provide significant insights into a system’s dynamics — insights that may actually obviate

the need for simulation.

Before dealing directly with modeling, however, we need to provide some context. What follows is a
framework around which we might construct some pertinent notions and to promote an understanding of
some of the constraints inherent in digital simulation. While we make no claim as to whether or not any the
following formalization of the modeling and simulation process appears in prior work, we developed and
included it here because of its apparent absence in texts on the subject. Prior to formalizing this context,

we provide a brief overview of these notions.

We start by introducing the notion of a universe. A universe may have multiple time dimensions (called
the universe’s temporal component). For each element in the temporal component, the universe has exactly
one state. We normally are interested in universes with only a one-dimensional temporal component
subject to some strict ordering. This induces an ordering on the universe’s states, and allows us to impose a

causal relationship between states.

Since a universe has a broader scope than we are normally interested in, we pare away much of the state
information for a universe and concentrate upon one small portion of the universe, called a system. For the
sake of discussion, let us consider the system of an object undergoing projectile motion under the influence
of gravity. When considering this physical system we can ignore many of the minute influences that act
upon this object, and look only at the very limited scope of the object and the primary gravitational sources

acting upon it.
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We then develop a model describing the system. Modeling formally describes how the system behaves. In
the case of the object undergoing projectile motion, we look to Sir Isaac Newton’s laws of motion to
describe how the projectile moves. We note that the model is something that we humans have done to
describe a physical process. It in no way dictates how the physical system really behaves. For instance,
Newton’s laws of motion are only an approximation of how objects really move. Finer predictions are
possible with the introduction of Einstein’s theories on Relativity, The physical system always behaved in
a certain way regardless of what people say or think about it; it took Newton and Einstein to propose

models describing this behavior.

Finally, we will want to study this model, to see how well it predicts physical systems, and perhaps learn
new things about the system. We use simulation to perform this prediction. In the case of ballistic motion
in a vacuum, we can simulate the behavior of physical systems quite easily with a pencil and paper. By
employing a digital computer, we can incorporate other aspects of Newtonian motion (windage, or N-body

interactions) to perform higher fidelity simulations in shorter amounts of time.
From here, we formally introduce the concepts outlined above.

Given an indexing set P and family of sets V,,, pe P, let us define the Cartesian product pp

pl’ = H Vp (2_1)

peP

and the family of canonical projections (Hungerford 1974) 7,

R, pp oV, 22)

where 7,(v)=v,, the p™ component of v.

From this, given a set of parameters P, we can define a universe Up
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Upcp,= H Y, 2-3)

peP

That is, for purposes here, the universe is simply a subset of the Cartesian product of the sets V,. In order to
maintain a degree of generality, we make no assumptions about the set P, or any V,, pe P, specifically, we

make no claims as to their cardinality nor of the elements they may contain.

Let TcP, P’=P-T. We can redefine Up in terms of P’ and T by

Uy ppXp; (2-4)
We refer to T as a temporal component of P exactly when all of the following conditions are both satisfied:

Ul For all te pr there exists a unique p(f)e pp- such that (p(2), f)e Up.

v U,={@e))

repyr
When 7= is the only temporal component of P for the universe Up, then we say that Up is a static
universe. When Up is not static, it is said to be a dynamic universe. Though in general there is no
restriction on the set T, we normally think of universes having 7={R}, where R is the set of real numbers,
as their only temporal component. This provides a natural ordering of the states in the universe, and offers
a convenient glimpse into how we might perform digital simulation — by calculating states in chronological

order.

‘We will not usually be interested in considering the whole of Up, but rather some subspace of it. Therefore,

given a universe Up, we define a system SgXpr over a collection of parameters RCP’ as

Spxpre |V
e xel;gr @-5)

We then define r:pr— Sk such that

7(r(®) = 7(p(t)) for all e prand icR. (2-6)
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to ensure that the parameters in the system take on the same value as their associated parameters in the

larger universe given the same time value.

From this, we can create a model in which we simplify the actual behavior by aggregating system

parameters and create rules governing how these parameters interact.

First, we pick a finite set D to serve as an index for parameters in our model MpXpr. We then choose a
function f:R—D to aggregate all the system parameters into more manageable modeling parameters. So as
not to overly complicate the model, we will impose the restriction on D and f that for all ye D, there exists
xeR such that fix)=y. That is, f is surjective. If we were not to have this limitation, we could have a
collection of model parameters that would need to be tracked, even though there is no analogous collection

of parameters in the system Sk we are considering.

Next, we need to define another surjective function g:pr—>pp aggregating the state of the system Sg into
some state in the model Mp. The specific definition of this function, like f, is at the discretion of the

modeler.

From this we get the definition of a model over a collection of modeling parameters D, Mp,r by

M,xp,c ||V,
Pt xelf—)gr @7

and we define d:pr -»Mp such that
m(d(D)) = m(g(r(H)) for all t€ prand ie D Q@

(2-8) requires the model to approximate the system Sgxpr to some problem specific degree and requires a
great deal of discretion on the part of the individual defining the model to determine an acceptable error

level.

The last part of the model is to describe how the various parameters interact with each other. This involves

explicitly defining the family of functions m{d(#)) in a manner that will satisfy (2-8) to the desired degree.
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An important consideration here is that models are closed, in that there is no influence upon the model
parameters from a source other than other model parameters. Any such external dependence would
become part of the model. There is no restriction on the system from which the model is derived.
However, we are generally well advised to pick the system parameters wisely so that there is a reasonable
expectation that no outside influence can significantly adjust any of the system parameters. We make no

claim about the nature of the behavior of Up or of how its parameters interact.

As mentioned earlier, the process of modeling a system through this abstraction is at least as important, and
quite often just as informative, as actually performing a simulation. It can provide a great deal of insight
into the underlying dynamics of the system that would have otherwise been unrealized. Picking the right
parameters in the system and properly aggregating them is critical in developing an adequate understanding
of the system under consideration. It is somewhat of an art form to create a model, given only raw data and
observations; an art form we will explore no further in the confines of this publication. There is a great
deal of material available for creating models and some assistance in this regard may be found in books
such as (Fishwick 1995) and (Morrison 1991). Both have an extensive list of additional references that

could be useful in specific modeling applications.

2.3. Digital simulation

From this point on, we will only be dealing with universes with the temporal component 7={R}, the
collection of real numbers. This imposes a complete order on the universe’s states if we consider them in
terms of the time at which each state occurs. When performing a simulation, we are concerned with
causality. That is, a universe’s state p(¢) can only be affected by earlier states p(s) s<¢t. Simulation will

seek to calculate the state of models for a collection of times of interest to the modeler.

Once we have a model of a system, the next task is to get a computer to tell us interesting things about the
model we can project back to the system under consideration. The problem with digital computers,
however, is that they are not very good at expressing with arbitrary precision state values we would like to
consider in our model. They are also hamstrung by the fact that each operation a computer performs

requires some non-zero time to compute. We formalize these constraints as follows:
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1. Digital computers perform only finite precision arithmetic

2. Each operation on a digital computer takes some time, >0, to perform
We note that by virtue of these restrictions, each simulation of a model must be broken down into a finite
number of discrete, contiguous intervals. We will denote these intervals Io, I;, ... I,; and define each by

I=[t;, t;11) with to<ti< ... <.

Condition 1 also requires us to limit our notion of the sets D and T. Dealing with T is a straightforward
matter if we define R* = {to, t15 ..., 151}, and f:{R*}. D, on the other hand, is not as easily handled in a
general and formal sense. Each set of model parameter values W;, ie D, must have a finite collection of

associated approximations W," that a digital computer can represent and manipulate.

We once again perform an abstraction, this time from MpXpr to the digital simulation LpXprs.

Lyxp.c[]w: xp,

xeD

(2-10)

We go on to further describe the properties of LpxR" with If'-fi<g, €>0 and sufficiently small, we define

l: pT*_)LD
ml(@t")) =~ md®O) V '€ prs, i€ D (2-11)

All of these abstractions and simplifications of the underlying system lead us inevitably to conclude that
there can be a substantial difference between a real world system, and a digital simulation. This in no way
mitigates the importance of simulation, but instead serves as a caution not to put too much credence in the
output of one, especially if sufficient testing of the model and an associated simulation has not been
performed. Specifically, there needs to be on the part of the modeler a rather deep understanding of the
system being considered. This understanding needs to include an awareness of the degree of dependence
upon initial conditions of the system (how chaotic the system is), and how closely the model tracks the

system’s behavior in reality.
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To address these concerns, there is a Validation, Verification, and Authentication (VV&A) process within
the United States Department of Defense whereby models and simulations are fine-tuned to more closely

reflect the way the system actually works (DODI 1996).

Verification involves testing a simulation system to ensure that it reflects to an acceptable level of accuracy
the specific model behavior for the system under consideration. That is, it verifies that the simulation
system produces results that are consistent with the model it is supposed to simulate. Validation is the
process of making sure that the model is a reasonably accurate representation of the system under
consideration. This is normally accomplished after verifying the simulation by comparing results from the

simulation with observations of the physical system.

Validation and Verification are two steps in an iterative process. A model is initially created to represent
some system. It then is coded into some sort of digital simulation. Results from the simulation are
compared to those predicted by the model, to ensure that it accurately reflects the intentions of the model
makers. Once that is done, the simulation results are compared against real-world data to see if the model
is an acceptable portrayal of the real world system. Refinements to the model are then made so that it more
closely represents the system. These changes are then coded in the simulation, which must, in turn be
verified again. This process is repeated until the simulation produces results within an acceptable tolerance

of the real-world system.

Once the model and simulation are validated and verified respectively, an accreditation agent will certify
that the model and simulation are fit for some specific use. Any enhancements to the model will require

repeating the full VV&A process. Simulation changes require only verification and accreditation.

There are a number of techniques for actvally performing the simulation on a computer. The techniques
can be grouped into two main camps: Continuous Time Simulation (CTS) and Discrete Event Simulation

(DES).
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2.3.1. Continuous time simulation

Models requiring CTS approaches change their state in a continuous fashion and represent some continuous
change in the system being analyzed. Such models quite often have as their rules a collection of partial
differential equations governing parameter interaction. The field of numerical analysis is filled with
numerical methods for simulating such equations. Euler’s method is a simple approach that may be
appropriate for some applications. Other systems may require more complex approaches such as Runge-
Kutta. In any event, (Press 1992) provides a rich source of C code and some brief explanations for many of
the most popular numerical methods for simulating systems of partial differential equations. (Atkinson
1989) is more theoretical in nature, not providing much in the way of source code, but providing helpful
insights into some of the more common approaches. Finally, (Isaacson 1966) provides even more insight

at the cost of being quite difficult to read.

A continuous time model is then formally defined as an MpXpr such that there exists soe pr such that for all

£>0 there exists s;€ (5o-€, So+€) satisfying

d(so) # d(se) (2-12)

As indicated above, even though the model state may continuously change with respect to time, the
limitations of digital simulation require that it be broken up into suitably small time slices. Certain
numerical techniques may change the size of these time slices, so we will make no specific assumptions
about them. The goal of the simulation developer is when given the history I(ty), I(t)), ... , l{(tn.1) to

determine I(z,,) for m <n.

Since CTS systems are not the focus of this dissertation, we will not discuss them any further. More
information on CTS systems is available in books such as (Hockney 1988), which offers a very extensive

list of references that can be useful for specific applications.
2.3.2. Discrete event simulation

Models that can be thought of as changing in some fundamental way at only discrete instances of time are

known as discrete event models. Though the system the model is meant to represent may be changing
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continuously, the model need not reflect that change. This is especially true for models of continuous
processes, the partial differential equations of which can be exactly solved. Ballistic motion for instance
can be solved exactly if certain simplifying assumptions can be made. Though an object undergoing
ballistic motion is continuously changing its position, the parameters governing that motion are only

changed at discrete instances of time. Thus, it can be modeled quite simply using a DES system.

Like CTS systems, DES systems are broken into discrete time slices. Unlike CTS systems, however, the

model state is considered static between these iterations. Specifically, for all te [t,,, t,,+;), 0<m<n and for all

s€ [t,.1, 1), 0<p<n we have:

d(tlﬂ ): d(t) (2_13)

de, )= d(s) 10

This translates well into the actual simulation, Equation 2-10, since we are forced to deal with things in

discrete time slices by virtue of our restrictions.

Another major difference between CTS and DES systems is that the events needing to be processed in a
DES system may not be generated in the order they are to actually be processed’. This has the potential to
impact simulation system performance since sorting an unsorted list of objects has Q(n-logn) time
complexity. Practically speaking, however we might be able to do a little better. First, we note that we can
never schedule an event to take placé in the past, since that would violate causality. If we can further
assume that the number of pending events does not exceed some constant value M (which is independent of
n the total number of messages processed in a simulation run) then insertion into the pending event queue
can be performed in Q(logM) = Q(1) time. Thus the overall time complexity for processing n events
actually ends up being Q(n-logM) = Q(n)-Q(logM) = Q(n). This is a reasonable simplifying assumption. If

there is no such M then the number of pending events is not bounded, and will grow to fill the system

® This is perhaps the most important difference between continuous time and discrete event simulations. If
discrete events are generated out of order, a discrete event simulation system is required to ensure that they
are processed in the proper order.
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memory eventually causing an abnormal termination of the simulation. In such cases, we will have to

bound n.

2.3.3. Distributed discrete event simulation (DDES)

The focus of this dissertation is on distributed discrete event simulation. By this, we mean a discrete event
simulation that is performed in a multiple instruction, single data (MISD) or a multiple instruction, multiple
data (MIMD) environment (Fishwick 1995). Significant speedups can be achieved when additional
processing power is applied to a simulation problem. The major complication in doing this stems from the
fact that events need to be processed in the proper order, requiring a certain level of synchronization
between the various nodes in the distributed simulation. This can be mitigated largely in MISD simulation
topologies with some additional code to provide for proper synchronization. This is not nearly as
straightforward in the case of MIMD topologies. It is not hard to imagine a circumstance whereby a
message is delivered for processing to a node in a distributed simulation, only to discover that the node has
already progressed beyond the intended processing time of the incoming event. Such errors are called

causality errors (Fujimoto 1990).

At this point, we introduce notation common in most of the literature on distributed discrete event
simulation, that being Physical Processes (PP) and Logical Processes (LP). If we further partition D into

the N sets Dy, Dy, ..., Dy, we can induce a collection of physical processes PP,-*, i<N, by

T senur (2-15)
with the following properties for each PP;’, i<N and we can define PP;:Ur—>PP;" which satisfies
7 (PP(1)) = n(d(?)) for all te Ur, xe D; (2-16)

This then induces the logical processes LP;" similarly by

" enur (2-17)

23




and we define LP;:pr»—LP;" so that it satisfies
mLP (1)) = m (1)) for all t€ pr+, xe D; 2-1)

From this point, we will drop the * from LP;" and PP," when referring to the logical and physical process.

We will explicitly use LP(f) and PP(¢) to refer to the states of LP; and PP; at time ¢, respectively.

Simulation then becomes defining or computing the collection of functions, e;j(t,, #:), called events, that
transform LPj(t;1) to LP{t,) for j<N, O<g<k<n. This notation indicates LP{t,) scheduled the state change
from LPj(ty.1) 10 LP{ty). These events can be thought of as messages transmitted between logical processes,
containing enough information to allow receiving logical processes the opportunity to properly change their

state. Thus, upon receipt of a message LP; will change its internal state and issue additional output events.

DDES Approach | Description

Causality errors are prevented from occurring, usually through some sort of

Conservative blocking mechanism on each LP;.
L, Causality errors are detected and, when they occur, the simulation system will
Optimistic
recover from them.

Table 2-1 Distributed Discrete Event Simulation approaches
In distributed simulation, each LP; could reside on different host processors, making communication via
message passing a natural mechanism for inter-process communication. The problem becomes how to
order events on each of these logical processes without creating causality errors. Alternatively, an
approach at distributed simulation might allow causality errors to occur, but with sufficient care, a
mechanism to detect and recover from them might instead be employed. These are the two main
approaches used to ensure that the temporal integrity of each logical process remains intact. They are

contrasted in Table 2-1.

Conservative techniques were the first to be adopted and employed in distributed simulation. There are a
number of different algorithms available; two of the most popular conservative approaches are the Null
Message Algorithm (NMA) (Chandy 1979), (Bryant 1977) and the Chandy-Misra Algorithm (CMA)

(Chandy 1981). NMA prevents deadlocking states from being achieved while CMA has a mechanism to

24




detect and recover from them® These algorithms normally require the specification of a rigid
communication topology whereby messages are sent from the outputs of one LP to the inputs of another
through fixed channels. Knowledge of this topology — specifically, the topology’s dependency graph — is
critical in either avoiding or detecting and recovering from deadlocked states and for preventing causality

€Irors.

Optimistic techniques have their origins in the notion of Virtual Time (Jefferson 1985a). Here all events
and LPs have a time stamp that is used to maintain temporal consistency. Suppose an LP at time # receives
arequest to schedule an event at time #<#;,. The LP then must restore its state to time #;.. It must also revoke
any events it issued after time #. The LP can then process all of the events it has for time # and later. The

memory obsolete data occupies is periodically reclaimed in a process known as fossil collection.

The Time Warp Operating System (TWOS) (Jefferson 1987) was a research initiative in the late 1980's and
early 1990's to investigate the performance improvement that could be realized through optimistic
synchronization applied to distributed simulation. There is considerable literature available on the actual
implementation (Reiher 1992, 1990c), debugging and optimization (Reiher 1990a, 1991b), and related

topics (Reiher 1990b, 1991a).

The SODL system described herein makes use exclusively of optimistic synchronization based heavily on
the approach in TWOS. While this may be problematic for some applications, (notably those with a high
degree of coupling between logical processes) these are sufficiently extreme cases that their exclusion
seemed a reasonable tradeoff, especially since other simulation languages (YADDES and APOSTLE, for
instance) are designed to work with either conservative or optimistic approaches. The plus side of this
tradeoff is that the simulation system developer is able to construct a much more loosely coupled
simulation topology (since specification of communications channels are not necessary in optimistic

simulation).

% A deadlock state in a distributed simulation is one whereby, due to a circular dependence of each of the
logical processes, none of them can make any progress. It can be considered a generalization of the Catch
22 problem.
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This then is context in which we conduct simulation. We have a universe, perhaps the one we all enjoy, or
some hypothetical one, which has a host of systems within it. Some of these systems may exhibit behavior
we would like to better understand. In the modeling process, we make formal behavioral descriptions of
these interesting systems, based on the behavior we either conjecture or observe. We then simulate these
systems to see if our model is an adequate representation of the system we are trying to understand, and
make changes to more closely reflect it if it is not. Once the simulation and the model both adequately
represent the system, we use the simulation to draw new conclusions, allowing us to better understand our

world.

Chapter 3 discusses in more detail the notion of optimistic simulation, and describes in general terms how it

is employed in the SODL run-time system.
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Chapter 3. Overview of optimistic synchronization

3.1. Overview

The notion of optimistic synchronization came about in the mid 1980s (Jefferson 1982) in response to one
of the criticisms of conservative methods. This criticism was that poorly balanced loads tended to render
many LPs idle while they wait for slower LPs to complete their designated tasks, even when there may not
be any specific dependency between the blocked LPs and those performing computations. While poor load
balancing still adversely impacts optimistic synchronization, it does so only in cases where there is a data
dependency between faster LPs and slower ones. Still, it is this one characterization that distinguishes
conservative from optimistic synchronization; conservative synchronization attempts to avoid causality

errors, while optimistic synchronization attempts to recover from them (Fujimoto 1993).

One of the problems with distributed simulation is that messages in transit between sender and receiver
nodes are not always completely accounted for. These messages in transit can take an arbitrary amount of
time to be delivered, and they may not necessarily be delivered in the order they were transmitted. They

need to be accounted for in any distributed simulation algorithm.

In this chapter, we continue the analysis begun in Chapter 2, directed at the notion of optimistic simulation.
Recall that a distributed simulation has a collection of logical processes LP;, i<N, and a finite number of
states LP(t;) for t4€ T. Logical processes transition from LP{t;) to LP{t;) in response to processing an
event e;(1,, 1), which was generated on LPj(t;). In this case, LP; is the destination logical process, and LP;
is the source logical process of the event. The event processing time stamp, the virtual time at which the
event is actually processed, is #;. Finally, the event generation time stamp, the virtual time at which the
event was actually generated, is t,, We also will use the terms “event” and “message” more or less

interchangeably throughout the remainder of this presentation.
We impose some restrictions on how the various LPs in the distributed simulation may behave:
1) In response to an event e;(%,, t3), LP;(ts,) may change its internal state to LPj(#,), and transmit a

(possibly empty) collection of output events.

2) No LP may directly access the internal state data of another LP.
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3) Events are time stamped. All events processed by a particular LP must be processed in time stamp
order.

4) All events, e;(t,, 1;), must be scheduled for some future time. That is £;>¢,.
That in mind, we describe the basic Time Warp algorithm (Jefferson 82). We start by describing the
various data structures we will need to facilitate node synchronization on each LP. Table 3-1 lists these

data structures and describes how we will be using each of them.

We need to provide a mechanism for revoking messages that have been transmitted, in the event that this
should become necessary. We therefore introduce the concept of an antimessage. Each antimessage a; (2,
ty) is associated with a particular event, e;{t,, 7). If LP; receives an antimessage for an event, LP; removes

it from its event queue without processing it.

Data Structure Description

This data structure is priority queue’ that places the earliest
event at the top. There should be some mechanism whereby no
two messages have the same chronological value, despite
event p queue(i) having the same time stamp value. This can be accomplished
by appending a unique ID field to act as a tiebreaker in the
event of identical time stamp values. The next event to process
is at the queue’s top.

This data structure is also priority queue that stores inbound
event revocation requests. They are ordered in the same
chronological order as their associated events, with the earliest
antimessage always at the top of the queue.

This data structure, a traditional double-ended queue, retains
copies of the state of LP; for each event that is processed. Later
state_queue(i) states are at the back of the queue, while older states are at the
front. The current state is normally inserted at the back, and
older ones are removed from the front.

This data structure, which can also be implemented as a double-
ended queue, retains a copy of each of the events that LP;
processes. As each event is processed, it is inserted at the back
of the queue. Older events are at the front of the queue.

This data structure can also be implemented as a double-ended
queue. It retains a copy of all messages generated on LP;, with
output_event_queue(i) the latest ones being pushed to the back of the queue, and the
oldest in the front of the queue. They are ordered according to
their generation time, t,, not their delivery time, t4.

antimessage_p queue(i)

processed_event_queue(i)

Table 3-1 Data structures needed for implementing the Time Warp algorithm

7 Priority queues are discussed in more detail in (Cormen 1990), pp149-150.
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1) The state of each LP/(start_time) is initialized. Bootstrapping events are also scheduled in
each event_p_queue(i). The remaining queues should be empty.

2) While there is an LP; with at least one message to process or there are messages in transit:
3) Push the current state, LP(z), into the back of state_queue(i).

4) While the next message in antimessage_p_queue(i) revokes the next message in
event_p_queue(i), remove and discard the top message of each priority queue.

S) Process the mext event e;(f,, t;) in event_p_queue(i), and push it into the back of
processed_event_queue(i). This results in setting the state of LP; to LP(t;) and sending any
outbound messages to the intended recipient LP’s. A copy of each of these outbound
messages is pushed into the back of the output_event_gueue(i).

6) Upon receipt to LP(t) of the event e; (2, t2), if 1,>1, it is inserted into the event_p_queue(i) to
be processed in chronological order with the other pending events. If 7,<t, then a rollback to

time 1, is performed, and e; (t,, t,) is scheduled with the remaining events.

a. To recover state LP{t,), pop from the back of stafe_queue(i) until the back element
has a time stamp t<¢;,.

b. Remove from the back of processed_event_queue(i) each event ¢;(t,’, 1;°) with time
stamp #,°21,, and reinsert it into event_p_queue(i).

c. Remove from the back of output_message_queue(i) each event e (z,’, ;) that has
generation time stamp t,’2t, and send the associated antimessage a; (t,", ;") to LP;.

7) Upon receipt to LP(t) of the antimessage aiit, t4), if t<t;, then insert a;(t,, ?,) into
antimessage_p_queue(i). If t=t,, then perform the rollback to time ¢, described in 6 a-c above.

8) Periodically update the local estimate of the global virtual time, GVTE;

a. Pop from the front of state_queue(i) all states prior to GVTE; except the latest one
prior to GVTE;.

b. Pop from the front of processed_event_queue(i) all events with delivery time stamp,
t<GVTE,.

c. Pop from the front of output_event_queue(i) all events with generation time stamp,
t,<GVTE,

Figure 3-1 Synopsis of the Time Warp algorithm

We also need to introduce here the concepts of Global and Local Virtual Time (GVT & LVT respectively).

Definition 3-1: Given a logical process LP;, the Local Virtual Time for LP;, LVT(r) at real world time r is

defined to be the time stamp, #4;, of the last event processed e; (2, t4) at or prior to real world time r.
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Definition 3-2: The Global Virtual Time at any real-world time r is defined as:

GVT(r) = min(u LVT,(r)U MT(rﬂ
' J

G-1)

Where MT(r) is the set of message processing time stamps of messages in transit at real world time 1.

Here, LVT(r) is defined as the local virtual time of LP; at real world time r. Practically speaking, the GVT
computation is fairly complex, though there are a number of algorithms available, notably (Bellenot 1990),
(Fabbri 1999), and (Lin 1989). In all cases, the GVT value that is actually used approximates the real

GVT. This is fine provided it does not overstate the actual GVT value.

We describe the basic Time Warp algorithm in Figure 3-1, using variables described in Table 3-1. There
are a number of algorithms available to perform the GVTE; computation referenced in step 8. We discuss

one such algorithm in section 3.5 below.

3.2. State saving
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(c) output_event_queue(i). Each e, ¢, ¢;;, and e;; will be delivered to LP;, LP,
LPy, and LP, respectively for processing at the proper time.

Figure 3-2 Saved state data of sample logical process at time 20
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When LP; receives a straggler, which is a message with a processing time stamp less than the LVT; at the
time of delivery (Fujimoto 1993), LP;’s state must be restored to a time that makes processing the straggler
temporally consistent. Therefore, there is certain data needing to be saved in order to facilitate this state
recovery. This includes the state of each LP;, all processed events prompting state changes in LP;, and any
events LP; generated because of processing earlier events (Reiher 1990b). Figure 3-2 depicts a typical
implementation of the state saving process. This is somewhat different in the SODL run-time
implementation, where several LPs are aggregated together into what is called an Engine. However, the

same general idea is employed.

Figure 3-2 (a) shows the various LP(f) values as the state of the logical process at time ¢. Each ez, ty) is
an event scheduled for LP; generated at time stamp ¢, and intended to be delivered at time stamp #;. The ¢,
time stamp is only used by LP; to facilitate the event revocation in the rollback mechanism. The 1, time
stamp is used only by LP; to properly order the event. The bold items in the figure 3-2 (a), (b), and (c)

represent the components added to their respective double ended queues after processing e,(5.5, 20.0).

As events are processed and removed from event_p_gueue(i), they are stored in a
processed_event_queue(i). When an event for LP; is processed for a time stamp later than the one that is
currently at the back of state_queue(i), a copy of the back element is added at the queue’s back end, and
the time stamp changed to reflect the event time stamp. The event is processed on the new back element,
and any outgoing events are inserted at the back of output_event_queue(i). The processed event is also

inserted at the back of the processed_event_queue(i) after the LP has completed processing the event.

3.3. Fossil collection

Since events can be scheduled to occur only in the future (per restriction 4 above) we can be assured there

are no events processed before the Global Virtual Time (GVT).

Figure 3-3 reflects the data stored in the LP; depicted in Figure 3-2 after receiving a notification that the

GVT is not earlier than 7.5.
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Upon notification of an update of the GVT, the process of reclaiming rhemory occupied by obsolete data
can be performed. By restriction 4 above, no event can be sent into the past. Therefore, since the GVT is
the lowest time stamp of all of the LPs in a distributed simulation, no pending events prior to the GVT
remain. This fact allows us to reclaim most of the saved LP internal data with a time stamp prior to the
GVT. Specifically, all members of processed_event_queue(i), e;(t,, t;) where t;<GVT can be removed
from the front of the processed_event_queue(i). This is easy to do since they were entered into the
processed event from the back by their #; value. Similarly, all members of oufput_event queue(i)
generated on LP; where t,<GVT can likewise be reclaimed as no rollbacks can restore the LP to a state with

time stamp prior to the GVT.
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(c) output_event_queue(i)

Figure 3-3 Result of fossil collection with GVT=7.5
The story is slightly different for the saved state data in the state_queune(i). Since the GVT is 7.5, we need
to be able to recover state data for any time after 7.5. However, the earliest state we have after 7.5 has time
stamp 10.5. This will do us no good if we need to recover state data for time 8.0, should that be necessary.
The solution is to remove saved state data from stafe_queue(i) up to, but not including the last time prior or
equal to the GVT. Having done this, we can now recover the state to any point after 7.5. Since there can

be no state changes in the LP for time stamp values in the range [5.5, 7.5], it will just be LP(5.5).
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This fossil collection process can serve a second purpose, other than just reclaiming memory. Specifically,
during fossil collection, we can perform any irrevocable activity. Such activity could include writing data

to a log file (or any IO activity for that matter) or allocating or deallocating memory not specifically related

to the synchronization protocol.

3.4. Rollback (state recovery)
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(a) state_queue(i) : LP(t) saved states. LP,(5.5) is the current state
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(b) processed_event queue(i): Events e, (5, 10.5) and ¢, (5.5, 20), which had
been processed earlier were reinserted into event p queue(i).
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(c) output_event queue(i). Events e; (20, 21) and ¢;,(20, 21) were revoked by
sending antimessages a,,(20, 21) and q,,(20, 21) to LP; and LP, respectively.
Figure 3-4 Results of a state rollback on LP; to time 6.0
Given LP(t) and a newly received event ¢ (Z,, {;) is called a straggler any time #;<¢ (Fujimoto 1993). Upon
receipt of a straggler, LPy(t) must become LP(t;) in order to process the new event in a manner consistent

with causality. Rollbacks can also occur when receiving an event revocation, a; (t,, 1) with ;<.
Figure 3-4 shows the effect of a rollback to time 6.0 from the state indicated in Figure 3-2.

Here, we see that all of the processed messages with 1,26.0 were popped from processed_event_queue(i)
and reinserted into eveni_p_queue(i) for processing after the new event. All of the members of
output_event_queue(i) with ,>6.0 were revoked and their associated antimessages were sent to annihilate

them. The members of state_queue(i) with time stamp #>6.0 are also removed and the memory they
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occupied is reclaimed. The new state, from which we can now process the new incoming message, has

time stamp 5.5

We note that the state saving and rollback mechanisms used in the Time Warp algorithm keep all of the LP
queues State_queue(i), processed_event_queue(i) and output event queue(i) in chronological order
according to their time stamps, ¢, #;, and #, respectively. This makes managing them straightforward,
permitting all operations to take the form of either popping from or pushing onto the back or front of the

respective queues.

3.5. Global Virtual Time computation

Though the Time Warp algorithm makes no specific mention of an algorithm for the Global Virtual Time
computation, it is an integral part of the fossil collection process. Most algorithms used in GVT
computation require that it be done synchronously. That is, all of the LPs need at the same point in real
time to somehow communicate their current LVT with all of the other LPs. This can then be used to
perform the fossil collection described above. This can impact system performance as each LP has to stop
what it’s doing, and wait for the computation to be completed. It then needs to perform the fossil
collection. As a result, the system will periodically pause while all of this is going on. Some of the more
popular synchronous GVT computations are (Bellenot 1990), (Fabbri 1999), (Lin 1989). (Bauer 1992) and
(D’Souza 1994) both proposed somewhat different general asynchronous approaches to performing the
GVT calculation, each with their drawbacks. (Fujimoto 1997) and (Xiao 1995) describe asynchronous

methods specifically geared towards shared-memory multiprocessing systems.

We would like to make an observation about GVT, and try to relax requirements that might otherwise
constrain various methods. We first show that the GVT increases monotonically given all events e;;(t,, £,)

in a distributed simulation, where #;>1,.
Theorem 3-3: let x, ye R, such that x<y. Then GVT(x)SGVT(y). That is, GVT increases monotonically.
Proof: Suppose otherwise. Then there exists x, ye R, such that x<y but GVT(x)>GVT(y). Then at some

time x*e[x, y) there was a rollback on some LP; such that LVTi(x")<GVT(x), or an event ey ;(t,, t;) was
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generated on LP, where 1,<GVT(x). This second possibility can be dismissed quite simply by noting that
such a case would violate the principle that a message have a processing time stamp strictly greater than its

generation time stamp. In other words, it violates the requirement that f,<t,.

Let us therefore examine the first possibility in some detail. LP, must have received from some LP; an

event e;,(1,, I4) causing a rollback. Let us note that 1,<t,=LVT{(x")<GVT(x) for this event. Now, either LP;
generated e;(1,, tz) before, at, or after real world time x. Let us consider each of these cases separately

L e;(t,, 1) was generated before real world time x. Then it was delivered to LP; after real world

time x, meaning that it was a message in transit during the entire interval [x, x’). Specifically

it was in transit at time x, implying that 7, MT(x). From above we see 1,<GVT(x), and we get

GVT(x)<min(MT(x))<t,<GVT(x) resulting in a contradiction.

1L €,y ;) was generated at or after real world time x. Then we are forced to conclude that
GVI(x)>LVT(x’)=t>t,2LVT{(x)2GVT(x), which is another contradiction.

Hence, the circumstance that GVT(x)>GVT(y) cannot ever arise. B

From here, we note that we can relax somewhat the requirements of the local estimate of the global virtual

time on each LP; without impacting the validity of the Time Warp algorithm.

Theorem 3-4: Given a collection of logical processes, LPgy, LP;, ..., LPy., each with local virtual times
LVTy(r), LVTy(r), ..., LVTy., (r), at some real time r, let GVTE(r) be the local estimate of the GVI(r) on
LP; at real world time r. Then no LP will ever have an unrecoverable causality error provided that

GVTE("<GVI(r).

Proof: Since LVT(r)2GVT(r) for ie (0, 1, ... N-1}, any e;,(t,, t2) generated on LP; at or after real world
time r will have t>t,2LVT(r)2GVT(r). Now e;(t,, t;) will be delivered to LP; at some real world time r+90.
But, until delivery of e;x(t,.t;) is actually performed, it is a message in transit and we get

1>t 2GVI(r+8)>GVTE,(r+3), allowing us to perform any necessary rollbacks on LP;. B

Corollary 3-5: If GVTE(r)>GVT(r) for some i, r, then there is a possibility that an unrecoverable causality

error may occur. Thus, the state of the distributed simulation in such a case is invalid.
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Proof: Let i be such that GVTE(r)>GVT(r). Since GVT(r) is the minimum of all the local virtual times
and all messages in transit, there is either a j such that LVT(r)<GVTE(r) or a message in transit with time
stamp GVT{(r). It is possible that either LP;, or a message in transit with time stamp less than GVTE(r)

causes (ether directly or indirectly) a roll back to a time prior to GVTE(r). B

An important upshot of Theorem 3-4 is that as long as no GVTE(r) overstates the actual GVI(r) no two

GVTE(r) values need to be the same.

One might be tempted to use these results to develop a token-passing asynchronous GVTE computation.
For instance, consider an algorithm whereby a token is passed around a ring of nodes in a distributed
simulation system. This token contains a payload allowing the receiving LP; to compute GVTE(r). It then
adjusts the payload of the token, and passes it along to LP,1ymean- Each LP; will have different estimates
of the GVT, and at first glance, it would appear that the hypothesis of Theorem 3-4 is satisfied. This is not

the case.

Consider the situation depicted in Figure 3-5. In this case, the GVTE(r) is based upon the state of LP’s at
real world times earlier than 7. It is possible that in the intervening time, some LP; could have had a
rollback to some time LVI{r)<GVTE(r), meaning that GVI(r)<GVTE(r), opening the possibility of an

unrecoverable causality error.

LVTo(ri0)) LVT(ri)
LVT(riqy) LVT\(ri)
LVTy(riz) LVT(ri2)
(a) — LVT values used to (b) — Actual LVT values at
compute GVTE,(r,z) time ry;).

Figure 3-5 Possible unrecoverable causality errors in asynchronous token passing GVTE calculation
This problem is not limited only to a token ring approach, but any GVTE computation that uses data based
upon obsolete LVT values. This explains in part the popularity in synchronous approaches such as
(Bellenot 1990) and (Lin 1989). The problem with most synchronous approaches to GVT computation is

that they require processing to stop on all the nodes in the distributed simulation while the GVTE
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computation is performed. This has the possibility of adversely impacting performance of the simulation

system.

Several asynchronous algorithms have been suggested, notably (Concepcion 1990), (Bauer 1992) and

(Mattern 1993). We will focus particular attention her upon one of these approached.

(Mattern 1993) suggested coloring LPs either white or red. A white LP sends white messages, and a red LP
sends red messages. All LPs are initially white. The approach is essentially to count the number of white
(red) message that have been sent and received while the color of all the LPs is red (white). Once the
difference between the sent and received messages is zero, a lower bound of the GVT can be calculated by

getting the minimum time stamp that occurred during the collection of white (red) messages.

Mattern provided a formal description of his algorithm as it specifically applied to ring topologies, but
provide no formal correctness proof. We suggest a more general version of Mattern’s formal algorithm,

making no assumption about the simulation topology, and prove its correctness.

Table 3-2 lists the various routines that we use in the general algorithm, as well as a description of their
function. Table 3-3 lists the various data structures and a description of the data they contain. Finally,

Figure 3-6 lists a generalized variation on the original ring-topology algorithm Mattern proposed.

Routine Description

Global Min(x;) | A distributed procedure to return the global minimum of all the values, x; for i<N.
This value is returned to each LP; at the completion of the call.

Global Sum(x;) | A distributed procedure returning the sum of all the values, x; for i<N. This value is
returned to each LP; at the completion of the call.

Synchronize() A distributed procedure to force all of the nodes in the distributed system to start at
the same point in the GVTE computation at approximately the same real world time

Reset Miny() Sets a local variable, #m; to the current L¥VT; on the host making the call.

Get_Min() Returns the minimum LV7T; value that occurred since the last Reset Min() call. This
minimum is adjusted if necessary every time a rollback occurs on LP;.

Table 3-2 Routines used in the asynchronous GVTE computation

Data Structure Description

pc {red, white} | This “color” is toggled between the two possible values between successive
iterations of the algorithm. Each event e, (Z,, ¢;) takes on the color p; at the real
world time it was generated.

sent]{pi] The number of messages sent from LP; with color p; initialized to <0.0, 0.0>.

received)p;] The number of messages received by LP, with color p; initialized to <0.0, 0.0>.

Table 3-3 Data Structures used in the asynchronous GVTE computation
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GVTE_Computation() is run on a separate execution thread on each LP; during the entire distributed
simulation run. This allows the main simulation engine to continue processing events during the GVTE
computation. Actual implementation can make some modifications to the parameters of the various loops
allowing processing to continue in the main portion of the simulation engine without occupying too much

time in this routine.

GVTE_Computation()

int outstanding // Number of outstanding messages with phase p;
int old p; // Current value of p,, prior to being incremented
Synchronize(); // Make certain all are doing this for the same p,
while(true)
old p, < p, // Pre-incremented value of p; is used in the computation
Reset_Miny) // Get the current simulation time.
pi< (pit1) mod 2 // Pass messages with this new p;.
do

outstanding < Global_Sum(sent[old_p;] - received]old p]]) // Count them
while (outstanding > 0) // Until all messages w/ phase old_p; are received
GVTE; < Global_Min(Get_Min())// Get the current global virtual time estimate

Figure 3-6 Asynchronous GVTE algorithm
The main portion of the simulation engine increments sent{p;] and receivedp;] as it sends and receives
messages with color p;, respectively. At the start of the main loop, we store the current simulation time,
retain the current value of p; in old_p;, and increment the color, p;, In the inner loop, the variable
outstanding will be non-zero until all messages with color old_p; are received. Any rollbacks on LP; to a
time less than the minimum value retained at the Reset_Min() call adjust that minimum to the new, lower

LVT; value.

Theorem 3-6: During application of the algorithm in Figure 3-6, GVTE{r)<SGVT(r) for all r during which

the algorithm is in use.

Proof: When all of the messages with color old_p; are eventually received we have Get_Min,()SLVT(r) for

all i, leading to GVTE(r)=min(Gef_Min;())<min(LVT(r)).
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We now need to show that the min(Get_Min,())<min(M7(r)). Since all remaining messages in transit
eifte, 1) have color p, they have t>1,2Get_Miny). It follows, therefore, that

min(Get_Min;())<min(MT(r)).

Thus min(Get_Min;())<min(LVT(r)OMT(r))=GVT(r), satisfying the hypothesis of Theorem 3-4 and

ensuring that the algorithm is correct. @

If message acknowledgement is used as part of the communications protocol, the above algorithm can be
slightly modified to explicitly wait until all messages with color old_p; have been acknowledged. This

modification would be in lieu of the summing of the sent,[] and received]] arrays.
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Chapter 4. SODL Run-Time System Architecture

4.1. Overview

Discrete event simulations require that processes change their state in accordance with some sequence of
chronologically ordered events. In the SODL system, these changes are invoked because of receiving a
message. Each message has a time stamp dictating when in the simulation run it is to be processed. The
SODL run-time system is built to simulate a distributed simulation system to demonstrate that the language

can be used in conjunction with optimistic synchronization mechanisms.

The purpose of the SODL simulation run-time system is to ensure that messages are delivered in the proper
order to the proper simulation process. It does this through a modified version of the Time Warp algorithm
discussed in Chapter 3. Whereas thé basic Time Warp algorithm aggregates a great deal of behavior into a
logical process, the implementation of the SODL run-time system disaggregates portions of the algorithm

to provide certain economies of scale, improved granularity control, and sequential mode testing.
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Figure 4-1 SODL system hierarchy
SODL has two types of user-defined objects, called constructs. Message constructs allow process
constructs to interact with each other. There are a number of other objects in the SODL run-time system
provided with the SODL distribution package. Industrious end-users may change or completely rewrite
this run-time system to meet their particular needs. The overall architecture of the SODL run time system
can be thought of in hierarchical terms. There is an engine stand, which can be thought of as distributed
simulation system for purposes of testing the SODL system. This stand contains one or more simulation

engines, each of which can be thought of as a node in a distributed simulation system. These engines act
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independently of each other, in a manner similar to nodes in a distributed simulation. Each engine has a

number of processes it controls. This hierarchy is depicted in Figure 4-1.

4.2. Message constructs

Messages provide the means for objects within a simulated environment to communicate with each other.
SODL messages have a designated type, which may be derived from another message type (ala object

oriented inheritance). Figure 4-2 depicts the structure of message constructs.

Message Construct

Message Type Specifier

Destination List

Time stamp

Transmission flag

Identifier

Data Payload

Methods

Figure 4-2 SODL message construct

4.2.1. Message Type Specifier

Each message has an associated type. This type determines how processes receiving the message will react
to it. Since SODL aspires to be an object oriented programming language to some degree, messages can
inherit portions of their functionality from parent messages constructs. Unlike some other languages, (most
notably C++) only single inheritance is allowed. This design consideration was made primarily to simplify
implementation. Messages of type B, derived (either directly or indirectly) from some message type A, are
said to be of type A and B. This abstraction allows additional flexibility in message delivery and

processing. Routines provided in the run-time system can make use of these relationships.
4.2.2. Message destination list

The destination list is determined at run time and need not be the same for any two messages. Each

destination has a unique identifier that acts as an associative address for delivering the message. Users can
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establish a default recipient list at compile time for a given message. They can, alternatively override or

augment the default recipients at run time.

4.2.3. Message time stamp

In order to ensure that messages are processed in the proper order, each message has a time stamp.
Messages with earlier time stamps will be processed before those with later time stamps. In cases where
two messages with the same time stamp value are encountered, the message identifier is used as a

tiecbreaker. This allows all messages generated to fall into a unique ordering, regardless of the order

generated.

4.2.4. Message transmission flag

The SODL language requires that all possible outgoing messages be declared prior to compiling the source
code files. In certain cases, it may not be desirable to actually transmit all of the messages that could be
transmitted in response to an incoming message. The SODL run-time system provides programmers with a
mechanism to preempt message transmission. They can set the message transmission flag to false to
accomplish this end. The message transmission flag is set by default to true and must be either changed
directly or by overloading the function called to examine the message delivery flag. See Chapter 6 for

more details.

4.2.5. Message identifier

Each message has a unique identifier that allows it to be tracked down in the event of a revocation, and to
provide a complete ordering in the event that two messages have the same time stamp value. This identifier
has two components. The first is the index of the engine instance (see section 4.5 below) where the
message was initially generated. The second is the actual instance count of the message generated on that

engine.

4.2.6. Message data payload

The simulation developer specifies the data payload at compile time. This payload is analogous to the data

members in a traditional object oriented programming language.
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4.2.7. Message methods

Methods are analogous to the methods found in object oriented programming languages. They are intended

to act on the data members of the particular message instance to which they are associated.

4.3. Process constructs

Process Construct
Time stamp
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State Data
Methods
message typeo
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message type,
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Transmit/Receive Node (1,n,)

Figure 4-3 SODL process construct
From the programmer’s perspective, all of the functionality associated with a logical is encapsulated into a
SODL process construct. Each process can send messages and change its internal state upon the receipt of
a message. There are enhancements allowing certain tasks to be performed somewhat easier, namely the
notion of a process mode. Figure 4-3 shows the basic structure of a SODL process. This particular
example shows a process with two modes, but in can in general have any number of them. Each mode has
a collection of transmit/receive nodes. Each of these nodes accepts one message of a stated type (which

implicitly includes all derived types), changes the internal staie data when it receives a message, and
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produces output messages. There is no linguistic limit to the number of modes, the number of nodes in

each mode, nor to the number of output messages a node can transmit®.

It might seem a little odd that node (1, n;) receives both messages of type 1 and 2., while node (0, 1) can
only handle messages of type 1. Messages are declared as types that can inherit data and methods from a
parent message. If message type 1 is a parent message of type 2, and if node (1, n;) is intended to receive
messages of type 1, then technically, any message of type 2 is also a message of type 1, and node (1, n,)

can process it.

4.3.1. Process time stamp

Each process instance has a time stamp associated with it. This time stamp is changed to the time of the
message that is currently being processed. The process controller (see Section 4.4) uses the process time

stamp to facilitate state saving and recovery.

4.3.2. Process identifier

Each process has associated with it a unique identifier. This identifier is a pair of numbers that correspond
to the process’s owning SODL engine (See section 4.5) and an index for distinguishing between all of the

processes the parent engine controls.

4.3.3. Process state data

State data is analogous to the member data found in an object oriented class definition. This state data has
an associated time stamp. The process is said to have the state of its data elements at the time of its time
stainp. Changes to the state data are considered instantaneous. This leads to the situation where a state
may not be completely up to date if messages with the process’s current time stamp are still pending.
Though the order of message delivery is the same from run to run of the simulation, for practical purposes

developers should not rely on any particular processing order for messages with identical time stamps.

State data should not contain references, since the C++ standard has trouble copying objects with them if

the copy constructor is not explicitly defined. Pointers can be used, but doing so should be done carefully.

® Any limitations stem from the architecture and capabilities of the machine running the simulation.
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Since the pointer value is copied in a copy constructor, and not the data that is being pointed to, great care
must be taken to ensure that the state of the data being pointed to is consistent, and can be rolled back if it
is dynamic in nature. SODL provides callbacks allowing developers to perform some processing in the
event of a rollback and during fossil collection so that, among other things, data in a pointer may be

corrected and processed if necessary.

4.3.4. Process methods

Methods can be used to perform calculations or modify internal process state data. The SODL engine hides
references to other processes, so these methods cannot generally be called on other process instances, even

instance of the same type.

4.3.5. Process modes

Modes can be thought of as a collection of transmit/receive nodes (described in section 4.3.6) and can be
activated or deactivated independently of each other. Only nodes in active modes can receive messages.
At startup, all of the modes are active. Each process receives a bootstrapping message that can be used to
deactivate modes that are intended to be dormant at the start of the simulation. Alternatively, prior to
actually sending a message to a process, an initialization method is called in each process instance that can

also be used to deactivate desired modes. This is discussed in more detail in Chapter 6.

4 .3.6. Process nodes

Each mode can have a collection of subordinate nodes. Each of these nodes handies exactly one type of
input message, including any messages derived of that type. The node is directly responsible for
processing the message, ensuring that proper updates to the process state are made, and that the data fields
in any outgoing messages contain the proper values. Input messages are passed into the node by value,
instead of by reference. Output messages are passed by reference. The reason for this is that input
messages may be used by other processes, or by the very process currently handling the message. This also
hides data fields from derived message types. Output messages are passed by reference so that they may

retain any changes to them the node may make.
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4.3.7. Process inheritance

Like messages, process can singly inherit behavior from parent process constructs. There are some
intricacies associated with this practice that make this somewhat more complicated than inheritance in the

traditional object-oriented sense. Inheritance of the process methods and data members is like that in C++.

Modes and nodes are a little different, though. Specifically, modes with the same name across an
inheritance are actually the same mode instance. That is, if process A had a mode M, and a process B
derived from process A also has a mode M, then these are the same mode in each instance. M can be

activated or deactivated within the context of either A or B, affecting its activity state in both contexts.

Nodes also need to have their behavior defined more clearly, since there is no analogous feature in other
object-oriented programming languages. Mainly, any nodes in active modes can have process messages of
their input type. Overloading a node in a derived process construct will not prevent the message from
being delivered to the parent’s context. For instance, in the example above, assume that M has a node
named N in both processes A and B. In this case node N in both A and B will process the message. The
programmer does not explicitly pass the message to the parent class; the run-time system will do this
implicitly. The reason for this is that, even though the name of the node may be the same, the output

messages may differ, and for ease of implementation, this approach was implemented.

4.3.8. Fossil collection in the process instance

When the process controller performs fossil collection, it is safe to produce any output that may be pending
for the state at its designated time stamp. SODL provides the ability for developers to overload the
JossilCollect method; all output should be performed in this method. The remaining SODL run-time
system ensures that fossil collection occurs in the proper process order, so that output appears in its proper

sequence as well.

4.4. Process Controllers

A process controller manages many of the Time Warp specific functions associated with each process.

Process controllers ensure that the state is saved prior to processing messages that will change the time
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stamp of the process it controls, and when directed to do so, performs fossil collection and rollbacks. It
also acts as a conduit for sending messages to and from its process. Figure 4-4 shows the general structure

of a process controller and how it receives and transmits messages to and from the process.

4.41. ldentifier

Each process has a unique identifier, which we discussed in section 4.3. The process controlier has an
identifier with a little additional information, including typing data that makes possible screening inbound

messages from only specific types of messages.
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Figure 4-4 Process Controller message flow

4.4.2. State queue

The state queue holds the process states for specific points in time. The back element of the state queue is
called the current state. Due to the Time Warp algorithm as implemented in the SODL system, the process
states are in descending order of their time stamp value from the current state at the back and earlier states
toward the front. States are saved onto the back of the queue, and they can be removed either from the

back of the queue (in the case of a rollback) or from the front (during fossil collection).
4.4.3. Process controller message receiver

Upon receipt of a message delivery to the process controller, the time stamp of that message is compared

with that of the back element. There are three cases, with which to contend:
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L Time stamp of incoming message < Time stamp of current state: It should not normally
happen that a message is received with an earlier time stamp than the current state.

II. Time stamp of incoming message > Time stamp of current state: Create a new current
state by copying the old one onto the back of the state queue and changing its time stamp
value to that of the incoming message. The new back element is now the new current state.
The process controller also registers a fossil collection event with the controlling engine so
that this new state can be reclaimed later. We now deal with the message as if it has the same
time stamp as the current state, in case III below.

IIL. Time stamp of incoming message = Time stamp of current state: The message is passed to
the current state, which can make modifications to its internal data and generate outgoing
messages.

4.4 4. Process controller message transmitter

Requests for message transmission originate in the process instance associated with the controller. Qutput
messages are preprocessed and screened. The process controller will examine each output message and
reject transmission of any that have their transmission flag set to false or any that have an empty destination
list. Also, since we requires output messages from a node to have a greater time stamp value than their
current time stamp, each outgoing message time stamp is set to a value slightly greater than the current time

stamp if this condition is not satisfied.

4.4.5. Rollback

The SODL engine managing the process controller may periodically direct a rollback to a time ¢. All states
saved in the state queue that have a time stamp not earlier than ¢ are removed from the state queue. Since
they have been placed into the queue in ascending order of their time stamps, this is simply a matter or
removing the back element from the queue until the queue’s back element has a time stamp strictly less
than ¢t. There is no easy way to revoke the fossil collection scheduled for this rollback, so when we are

notified that one must take place for any rolled back states, the request is ignored.

4 .4 6. Fossil collection

Some intricacies associated with fossil collection bear mentioning. First, in order to perform a rollback to a
time ¢, a state with time stamp prior to time ¢ must remain. That is, we must always have a state remaining
that is prior to the current GVT. Secondly, since we are performing operations such as output during the

fossil collection phase, we need to ensure that we also perform this output in time stamp order. These
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considerations led to an arrangement whereby fossil collection was conducted in two phases. Each fossil
collection event the process controller performs has an associated time stamp, which is the time stamp of
the process state that is obliged to perform some form of output. Any.states with earlier time stamps have
their memory reclaimed, but the one that performs the output is retained until the next cycle of fossil

collection for that process controller. This is depicted in figure 4-5.
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Figure 4-5 Fossil collection cycle in a SODL process controller
This approach allows the fossil collection to be conducted in a manner consistent with SODL system
requirements. By performing the output at the designated fossil collection time, we guarantee that the
output is produced in the proper time stamp order. By retaining the state that had just produced the output

until the next fossil collection round, we provide for the possibility of rolling back to that state.

4.5. Engines

Engines aggregate multiple processes and provide some improvements in memory management and
granularity control over the way a simulation run. All messages addressed to a particular process are
passed first to the engine controlling that process and placed in an event queue for scheduling. The engines
also retain sodl::AntiMessage instances for all messages that have been produced in subordinate processes
so that those messages can be rolled back in the event that becomes necessary. The engine structure is
depicted in Figure 4-6. All processes in an engine are considered to have the same time stamp value,

though in practice this need not occur. This time stamp value is that of the current message being
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processed or, if no message is being processed, the time stamp value of the last processed message. Upon
receipt of a message from another engine with a time stamp that is less than the current engine time stamp,

a rollback to the new message time stamp is required of all subordinate process controllers.
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Figure 4-6 SODL engine structure
Each engine has an associated node number. This node number is unique among all of the other engines
that may be in a SODL system. This number corresponds to the first part of the identifier for processes

controlled on the engine, and of messages originating on the engine.
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4.51. Local clock

The clock provides a convenient central way of checking the current simulation engine time stamp, and
determining the time stamp of outgoing messages, should the user-defined portion fail to provide an
adequate value. Earlier implementations of the clock had a real-time mode that allowed messages
processing to occur at some rate proportional to the real world flow of time. This was found to be an

unnecessary feature, though the general capability remains if developers wish to restore this capability.

4.5.2. Pending message queue (event queue)

The pending message queue prioritizes pending messages so that the next message in the queue has the
lowest time stamp value of any others in the queue. For that reason, this is implemented as a standard

library priority_queue (Josuttis 1999).

4.5.3. Antimessage queue

The antimessage queue stores antimessages are associated with messages in the pending message queue.
The order restrictions on the two queues are identical, so if a message has been revoked, it can be checked
with the top element of the antimessage queue when it is considered for delivery to its destinations. If the

antimessage annihilates the message, both are removed from their respective queues and destroyed.

4.5.4. Processed message queue

Each message is inserted into the back of the processed message queue after the engine has processed it. In
the event of a rollback, elements from the back of the processed message queue can be removed and
reinserted into the pending message queue as necessary. During fossil collection, messages can be
reclaimed from the front of the message queue. The messages in the processed message queue are ordered

by their time stamp value.

4.5.5. Output message queue

During message transmission, a copy of the outgoing message’s associated antimessage is retained in the
event that a rollback is necessary. These messages, unlike those in the processed message queue, are not

ordered by their time stamp values, but by the time stamp of the process state that created them (i.e. their
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creation time). The reason for this distinction is that during a rollback, any messages that need to be
revoked are done so because the process that created them became invalid. We are not interested in the
delivery time, but in revoking them because since they never should have been created in the first place.
Thus, they are inserted into the output message queue in the order of their creation. During rollback, the
antimessages are removed from the back of the queue and transmitted. During fossil collection, they are

removed from the front and their memory reclaimed.

4.5.6. Process controller array

Each engine has a collection of processes it owns. Each of these processes has its process controller. The
engine does not actually have any direct manipulation of the processes themselves, but can interact with the
process controllers. Pointers to these controllers are stored in a standard library vector. Each process can
be uniquely addressed by a pair of numbers, the index of its owning engine, and the index in the vector that
has the pointer to the process controller. This is in fact the basis for the identifier in the process controllers

and their processes.

4.5.7. Fossil collection schedule

The engine needs to keep track of any new states that have been created by the owned process controllers
so that when fossil collection occurs, those states can be reclaimed in a chronologically correct sequence,
ensuring proper formatting of the output. A fossil collection schedule is implemented as a priority_queue

that has the earliest scheduled fossil coliection event at the top.

4.5.8. Engine message receiver

Messages destined for a process controlled on some engine must first be passed to the engine’s receiver. If
the incoming message has a time stamp ¢, less than the current clock time stamp ¢, then the engine initiates
a rollback to the message time stamp. If the incoming message is an antimessage, it is inserted into the

antimessage queue; otherwise it is placed in the pending message queue.
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4.5.9. Engine message transmitter

Any of the process controllers owned by an engine can request a message to be transmitted. The engine
does not consider the destination of the message at this point, but blindly forwards the message to the
engine stand (see section 4.6 below) for the local node in the distributed simulation for delivery to the
proper engines. An antimessage for the outgoing message is retained in the event a rollback requires its

revocation.

4.5.10. Engine advancement

Periodically, the engine stand will instruct each engine it controls to process a message. When this occurs,
the engine removes from the top of the pending message queue the first message that does not have an
antimessage waiting for it in the antimessage queue. All message-antimessage pairs are removed and
eliminated. The message is then sent to the controllers for all of the destination processes the engine owns.
Once that is completed, the message is then inserted in the back of the processed message queue in case it

needs to be reinserted into the event queue due to a rollback.

4.5.11. Rollback

An engine rollback is Ijerformed any time it receives an incoming message with a time stamp ¢, less than
the time of the local clock. When this occurs, each process controller the engine owns performs its
rollback, as described in section 4.4.5. The engine must also rollback portions of its data structure as well.
This is accomplished by reinserting into the pending message queue all of the messages in the processed
message queue with time stamps less than or equal to 7, Any antimessages in the output message queue
with time stamps less than or equal to 7, are transmitted so that their associated messages can be revoked as

well.

The fossil collection schedule remains unchanged. It is difficult and time consuming to weed out fossil
collection events made irrelevant because of the rollback. When they are processed, the process controller

can easily recognize that they have been the result of a rollback, and they are ignored.
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4.5.12. Fossil collection

Fossil collection is broken into two phases, known as incremental fossil collection and gross fossil

collection.

4.5.12.1. Incremental fossil collection

Incremental fossil collection is geared primarily towards the process controllers. The engine stand during
the overall fossil collection process will query the engine as to the time of the event in the fossil collection
schedule. When certain conditions are satisfied (see Section 4.6) the engine will be allowed to perform an
incremental fossil collection, allowing the process state with the lowest time stamp value remaining to be
fossil collected (see section 4.4). This will ensure that from the engine’s perspective all of the output

governed by the engine is generated in the proper order.

4.5.12.2. Gross fossil collection

Gross fossil collection takes place after incremental fossil collection at the direction of the engine stand,
and is for reclaiming all of the engine’s data with a time stamp value less than some #. Any messages in
the processed message queue or the output message queue with time stamps earlier than #; are removed

from the backs of their respective queues, and their resources are reclaimed.

4.6. Engine Stand
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Figure 4-7 Engine stand structure
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Each node in the distributed simulation has a unique engine stand, depicted in Figure 4-7, which acts as the
primary controller for all of the engines managed on that node. It was introduced primarily as a means to
implement the Time Warp algorithm without introducing problems associated with actually distributing the
system. It proved useful in this regard in tracking down errors within the implementation of Time Warp in

the SODL system.

It is retained because its value does extend beyond simply debugging purposes in SODL system
development. Specifically, it provides a mechanism for testing and optimizing possible distributions of
processes across engines, while keeping at bay network errors that might occur specifically in a fully

distributed implementation.

4.6.1. Idle listener interface

The idle listener interface provides a mechanism for the view manager (see section 4.8) to control the
engine stand. This control comes in two forms. The first is a request to perform any initialization required
to get the simulation correctly configured for startup. This can include establishing initial bootstrapping
messages, and process state initialization. The second form of control allows the engine stand to progress
in the simulation. This is actually implemented by allowing each of the engines under control of the engine
stand to advance. The view manager is notified if no pending messages remain so that it can end the

simulation run, if that is its behavior.

4.6.2. Engine List

The engine list contains a reference to all of the engines in the simulation. Only certain engines are
actually controlled by the engine stand that owns it in a distributed simulation. This provides an easy

method of making certain that process instantiation is done consistently across the distributed simulation.
4.6.3. Message forwarder

The message forwarder sends and receives messages between engine instances. All messages are

forwarded from the simulation engine to the sodl::EngineStand::stand instance. From there, the
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distribution list is queried, and copies of the message are sent to each of the sodl::Engine instances with

processes listed as recipients.

4.6.4. Local virtual time (LVT) calculator

The LVT calculator keeps track of messages that have been processed and acknowledgements of messages
transmitted to other engine stands. It then keeps track of the local virtual time for them engine stand, as

defined in Chapter 3.

4.6.5. Global virtual time (GVT) estimator

The GVT estimator receives periodic requests for input into a global virtual time calculation. The GVT
calculator gets the current LVT from the LVT calculator, and passes that on to the message forwarder to be
provided for the GVT computation. At the end of the GVT computation, each engine stand receives the
newly estimated GVT and passes it from the message forwarder to the GVT estimator. The GVT estimator

updates the local estimate of the GVT, and conducts fossil collection.

4.6.6. Fossil collection

As in the engines, engine stand fossil collection is conducted in two phases. Upon an update of the local

estimate of the GVT, incremental fossil collection is performed, foltowed by gross fossil collection.

4.6.6.1. Incremental fossil collection

The incremental fossil collection involves polling all of the locally controlled engines for their next
scheduled fossil collection event. These are sorted and processed in time stamp order up to the GVT.
Upon completion of an incremental fossil collection event on engine e, the engine stand again polls e for its
next fossil collection event. In this way, all of the fossil collection events prior to the GVT are performed

in proper time stamp order on all the engines the stand controls.

4.6.6.2. Gross fossil collection
After completion of the incremental fossil collection up to the new local estimate of the GVT, each engine
the stand controls is given the opportunity to perform gross fossil collection to rectaim memory occupied

by obsolete data directly under the control of the engine instance.
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4.7. Message Passing Interface (MPI)

The SODL run-time system was intended to work with the Message Passing Interface (MPI), a standard
library linkable with C, C++, and Fortran programs (Gropp 1998, 1999a, 199b). It is primarily used in
general distributed programming, not specifically distributed simulation. However, certain features make it
a useful tool in distributed simulation:
e It has a standard to which all implementations must adhere. It has also been widely used for other
purposes, meaning that most implementations are reasonably mature and stable.

e It remotely starts up all of the nodes in the distributed simulation with the need for the simulation
operator to do this manually.

e It has been ported to multiple platforms. In particular, it can operate heterogeneously with a
variety of Unix platforms. It has also been ported to Microsoft Windows NT, but it does not

interoperate with MPI on Unix platforms.

e Since the library has been ported to multiple platforms SODL run-time systems using MPI can
easily be ported to those platforms with little or no code changes.

This aspect of the simulation system was not implemented prior to this writing, though it is hoped that
derived work will establish a fully distributed implementation of the SODL run-time system using MPI for

network communication.

4.8. View manager

The View Manager is a configurable subsystem that is designed to facilitate graphical output from a
standard API. It controls exactly one sodl::IdleListener instance (of which sodl::EngineStand is a
subtype). View managers have a start method that, when called starts the simulation running. This
includes initializing the idle listener (which in turn initializes all of the simulation components) and
incrementally stepping the simulation (by processing some non-zero number of pending events). SODL
comes with two view managers, though developers can easily write new ones to work with API’s not

currently supported.

4.8.1. Text view manager

The Text view manager provides no graphics support. It is intended for producing output only to stdout or

log files. Upon starting the view manager, it immediately calls the initialization routine in the idle listener.

58




It then calls the idle method in the idle listener until no messages remain in the simulation system to be

processed. When that happens, the text view manager returns control to main.

4.8.2. GLUT view manager
The GLUT view manager provides a basic interface with the GL User Toolkit (GLUT) API. During

initialization, any simulation objects that own a gvm::View instance registers it with the controlling GLUT
view manager. Any user input events are then forwarded to the appropriate view. Multiple views can be
added to the GLUT view manager, and it will ensure that the user inputs are sent to the proper display
controller. GLUT provides a mechanism whereby during idle times in the graphics subsystem, a callback
can be made to a static method. This mechanism is used to allow the simulation to process some pending

events.

The GLUT view manager requires extensive additional support in the form of SODL processes and
messages in order for developers to make use of it. This interface is described in more detail in Chapter 9.
To summarize, there is a SODL process associated with each graphics object under the management of a
GLUT view manager. These views may be distributed across a network, or they may be consolidated on
one host machine. Inside each view is a scene graph that corresponds to the hierarchy of graphics
processes in the distributed simulation. Messages can be sent to these SODL processes causing some state
change in the receiving process. These changes are then forwarded to all of the views that have elements in
their scene graph associated with the process. Upon receipt of these messages, the view generates a
message and places it into a queue for processing during the fossil collection phase. It is only at the fossil

collection phase that these changes to the scene graph are actually committed.
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Chapter 5. SODL Parser Usage

5.1. Overview

The SODL parser is a software tool that translates SODL construct files into a collection of C++ source
code files. It also creates a makefile for compiling the generated C++ source code. This makefile is
intended for use with GNU make 3.79. Generated C++ source code files can be compiled using the GNU

C++ Compiler (GCC version 2.95.2).

5.1.1. Cautionary notes

Programmers developing under Win32 operating systems will need to obtain a copy of the GNU make
utility (version 3.79 or later). They are strongly advised to obtain the latest version of Cygwin (available at
http://sources.redhat.com/cygwin/) and use that as a development environment. I personally recommend

Emacs for Win32 (which is available at http://www.gnu.org/software/emacs/windows/).

In the event that a distributed simulation system is eventually produced with MPI, SODL will be restricted
to running in a distributed mode under Unix systems until a robust version of MPI is produced to work in

the Cygwin environment; as of this writing, there is no such implementation.

5.2. Installation

The parser is distributed as a tarred and bzipped source code with a variety of makefiles that can be used to
build the parser for a variety of platforms. The makefile may be edited to direct the executable build to a
specific location if the default settings are not satisfactory. Currently the following platforms are supported
(though if I've been a good programmer, others should be equally well supported without major changes to

the parser source code):

Platform (Compiler) Makefile name Build command line
Cygwin (GCC) src/Makefile.Cygwin make cyg
Linux (GCC) src/Makefile.linux make Inx
Solaris (GCC) src/Makefile.solaris make sol

Table 5-1 Methods for making the SODL parser

Installation and compilation instructions are in Figure 5-1.
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1)

2)

3)

4

5)

Download the latest version of the software and copy it to a desired location.

tar -xvjf sodl-x.x.xxx.tar.bz2 where x.x.xxx is the version number of the
SODL distribution. If your version of tar does not support this form of decompression, use

bunzip?2 sodl-x.x.xxx.tar.bz2
tar -xvf sodl-x.x.xxx.tar

cd sodl-x.x.xxXx
make platform-abbreviation

make clean

Figure 5-1 SODL Parser (sp) installation instructions

5.3. Directory Structure

There are some makefiles available to perform various tasks for managing the contents of the directory

structure.
Makefile command Function
Make build Builds SODL parser and sample programs; the default platform is Cygwin.
Make clean Removes garbage files created during the build process.
Make fullclean Removes garbage files and executables created during the build process.

Table 5-2 Makefile commands

Upon extraction, the there will be a number of directories along with the make files to build the executable.

5.3.1. ./bin

The executable is placed in this location after it is built. Add this to your path or move sp to a place in your

path.

5.3.2. ./config

Contains configuration files for various platform and option combinations. The platforms are those listed

above, and the options involve the view manager and whether or not the simulation is to run in a distributed

mode.
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5.3.3. ./doc

Some HTML-formatted documentation is available here. It is largely portions of this dissertation converted

to HTML for portability.

5.3.4. ./object

Object files generated during the build process are places here. They can conveniently be removed by

using the “make clean” after building is complete.

5.3.5. ./sample
Directory Contents

./sample/xxx/bin Location of the binary executable afier the build is complete

/sample/xxx/build | Location of the C++ files generated by the SODL parser

/sample/xxx/object | Location of the object files generated by the compiler during the build process

/sample/xxx/plan | Location of the SODL source files which are used to generate the simulation
Table 5-3 Sample simulation system directory structure

Make command line What it builds

make all samples

make glut battle, bouncel, bounce2, brigadel, hierarchy

make text brigade2, ping, ringl, ring2, simplel, simple2, simple3

make dist relayl, relay2, relay3, relay4, relay5, relay6

make battle battle

make bouncel bouncel

make bounce2 bounce2

make brigadel brigadel

make brigade2 brigade2

make ping ping

make relayl relayl

make relay2 relay2

make relay3 relay3

make relay4 relay4

make relay5 relay5

make relay6 relay6

make ring1l ringl

make ring2 ring2

make simplel simplel

make simple2 simple2

make simple3 simple3

Table 5-4 Make command line arguments for building demonstrations
The sample directory contains a number of SODL sample programs and a collection configuration files for
various platform/option combinations. It includes the makefiles needed to manage the subdirectory

contents. Each demonstration directory has a number of subdirectories that are used to build the samples.
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These directories are described in table 5-3. Table 5-4 describes the shows the command line make

arguments for build some or all of the demonstrations.

The next few sections provide brief descriptions of each of the demonstrations. They are more fully

described in Chapter 9.

5.3.5.1. ./sample/battle
The battle demonstration is an autonomous tank battle simulator. Two opposing forces each with 25 tanks
and 1 command post start out in some initial configuration and attempt to destroy the opposing force’s

command post.

5.3.5.2. ./sample/bouncel
The bouncel demo simulates a collisionless system of particles in a closed container. It uses the GLUT

view manager to display the simulation state.

5.3.5.3. ./sample/bounce2

This appears essentially the same thing as bouncel above, but it is done with fewer messages

5.3.5.4. ./sample/brigadel
This is another GLUT view manager demonstrator that shows the progress of a military brigade performing

some task. It also performs a great deal of output to stdout indicating which components are doing what.

5.3.5.5. ./sample/brigade2
This simulates the same thing as the brigadel demonstration above, but without the GLUT view manager.

It produces only textual output.

5.3.5.6. ./sample/hierarchy
Hierarchy is a single process GLUT view manager demonstration. Its notion is somewhat similar to the

brigade demonstrations, but it does things in an apparently more orderly manner.
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5.3.5.7. ./sample/ping

Ping simulates a token being bounced between two processes. It produces only textual output.

5.3.5.8. ./sample/relayl
Relay sets up a multi-engine simulation with two processes. One transmits a token to the other, which is
then repeatedly bounced between them until the user stops the simulation. It was intended to act as a

simple test of multiple engines without the possibility of a rollback ever occurring.

5.3.5.9. ./sample/relay2

This simulation is intended as a stress test of the rollback mechanism in the SODL run time system. For
every message delivered, two are generated, so this simulation will eventually run out of memory and cause
an abnormal termination. Each process resides on different engines and, upon receipt of a message
transmits two messages, one to itself, the other to the partner process. Each of these messages has a

random time stamp, which may cause a rollback to occur on the other.

5.3.5.10. ./sample/relay3

This simulation system is also intended to stress test the rollback mechanism and memory management of
the SODL system. One controller process owns 1000 subordinate processes distributed 10 each on 100
engines. At startup, the controlling process sends a message to all of the subordinate processes. Upon
receipt of such a message, each of these subordinates sends a message to a random subordinate at a random

time.

5.3.5.11. ./sample/relay4

This simulation consists of a controller process, two subscription processes, and four child processes. The
child processes each reside on their own engine. Each child subscribes to one of the two subscriptions
processes. Messages sent to a subscription process are forwarded to all of its subscribers. The simulation
starts when the controller sends a message to each of the subscriptions. That message is then forwarded to
all of the children processes. Upon receipt of a message from the subscription, each child process sends a

message to a random subscription, a message to unsubscribe from a random subscription, and a message to
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subscribe to a random subscription. Each of these messages has a random time stamp. Like relay2 above,
this normally will create more messages each cycle than are consumed, and it therefore will eventually

terminate abnormally due to lack of memory.

5.3.5.12. ./sample/relay5
Relay5 has three processes, a source, a relay, and a sink. Each process resides on a different engine.
Messages periodically originate in the source and are sent to the relay. The relay forwards a message to the

sink, which sends no messages.

5.3.5.13. ./sample/relay6
Relay6 is another test of the rollback mechanism. There are two processes on different engines, one
process makes fast progress, and the other makes slower progress but at specific points in time, sends a

message to the faster. This causes rollbacks to occur at predictable points in simulation time.

5.3.5.14. ./sample/ringl

This demonstration has a controller and ten ring elements arranged in a ring topology. Upon receipt of a
message, each ring member transmits a message to the next member in the ring. The simulation is started
when the controller sends a message to the first element in the ring. The ring topology is actually giued

together with a subscription similar to that described in relay4.

5.3.5.15. ./sample/ring2
This behaves much the same way as ringl above, except that when started, the controller broadcasts a
message to all of the child processes. This results in each process processing messages in parallel (from a

virtual time perspective) rather than sequentially as in ring].

5.3.5.16. ./sample/simplel
This is a simple test of a single process that sends a message to itself upon receipt of one. It does this 100

times before stopping.
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5.3.5.17. ./sample/simple2
This behaves like simplel, except that it does not stop. It was used to check for memory leaks in the main

simulation engine.

5.3.5.18. ./sample/simple3
Simple3 behaves like the ping demonstration mentioned earlier, except that the messages between the two

processes stop only when the user terminates the program.

5.3.6. .Isrc

This directory contains the source code required to build the SODL parser.

5.3.7. .template

This directory contains the source code for the SODL run-time system. This includes a number of SODL
" construct files for the GLUT view manager, and, in the ./template/gvm subdirectory, the actual graphics

engine that the GLUT view manager uses for graphics display.

5.4. Command Line Options

Once the parser is installed, you can run it by entering ’sp’ followed by a collection of flag values and the

root process name.

sp [-abaseDir] [-bbinSubdir] [-ccfgDir] [-ddisplay] [-ibldSubdir] [-Iplatform] | -mmode]
[-oobjSubdir] [-ppinSubdir] [-ttmpltDir] [-v] RootProcess

Option Meaning [Default Value]
-a Specify base directory for the others below [./]

-b Specify the binary subdirectory, where the executable will be generated [bin/]
-C Specify configuration file subdirectory [$(SODLHOME)/config/]
-d Specify either 'Text' or 'GLUT display type [Text]

-i Specify intermediate build subdirectory [build/]

-1 Specify platform name [platform used in building the parser]

-m Specify simulation mode, either 'single' or 'dist’' [single]

-0 Specify object file subdirectory [object/]

-p Specify plan file subdirectory [plan/]

-t Specify template location [($SODLHOME)/template/]

-v Turns verbose mode ON [OFF]

Table 5-5 Command line options for sp
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All subdirectories except tmpltDir and ¢fgDir are relative to baseDir. RootProcess is expected to be a

process construct file in the planSubdir directory (relative to the baseDir value).

For user projects, the default directory structure is illustrated in Figure 5-2.

baseDir

|
| 1 | |

binSubdir buildSubdir objSubdir pinSubdir

Figure 5-2 User project default directory structure

5.5. Configuration Files

The SODL parser uses a configuration file to specify various parameters for building the final product.
These configuration files will differ from each other based upon the platform and compiler in use. The
location of the configuration file defaults to $(SODLHOME)/config. Users can specify their own
configuration file location using the -c option in the parser’s command line invocation. The actual file
name that the parser will look for in that directory is mode.display.platform where the —m option specifies
the mode value, -d specifies the display component, and -1 specifies the platform. Some examples are

shown in Table 5-6.

Command Line Configuration file used
sp -lcygwin ... $(SODLHOME)/config/single.text.cygwin
sp -ctemp -llinux -dglut ... Jtemp/single.glut.linux
sp -mdist —lcygwin -dtext ... $(SODLHOME)/foo/single.text.cygwin

Table 5-6 Configuration file specification in the sp command line
This mechanism enables end user to specify their own graphics library and user interface, should they
(perhaps wisely) opt out of the rather limited one provided with the SODL system. It also provides the
means by which an end user can write their own simulation engine with which the code sp produces would

interface.

The configuration files have key/value pairings that the parser and code generator can use to produce
proper Makefiles. Here is a list of the keys and a description of how their values are used. These pairings

take on the form key-name = "key-value".
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Table 5-7 describes the key/value pair settings available to users to specify how the eventual product is

built. Figure 5-3 has examples of some configuration files distributed with the SODL system.

When sp is run, it produces a number of files. There are several C++ source code files written to the
directory specified —o option in the sp command line. There is also a Makefile written to baseDir used to
actually build an executable simulation. A typical build will have one call to sp to produce the C++ files

and the Makefile, followed by a ‘make’ to produce the final executable.

Key Name Value Meaning

Location of the executable (relative to baseDir) produced as a result of complete SODL
BIN . . .

build process.(same as the —b option in the sp command line)
BUILD Directory (relative to baseDir) to write the C++ files the SODL parser produces (same as

-i in sp command line).
CC Compiler command line invocation to use to compile C++ files.

Command line flags for the compiler. It is required to have as its last argument the
CCFLAGS . .
option for naming the output file.
DISPLAY Display type (same as ~-d option in SODL parser command line)
EXEEXT Specifies the file extension for the executable image (required for Win32 to be .exe)
LD Linker command line invocation to use to link the object files.

Linker command line options and flags. It is required to have as its last option the flag
LDFLAGS .
for naming the output file.
MODE Simulation mode (same as the —m option in the SODL parser command line)

Directory in which the compiler places the object files after compilation (same as -0 in
OBJECT .
SODL parser command line).
OBJEXT File extension for the object files. It is normally “.0”

Directory (relative to baseDir) where the root process declaration is located (same as -p
PLAN . -
in SODL parser command line).
REMOVE Command for removing files (#m for Unix shells, de/ for MS-DOS like command shells)
TEMPLATE Directory (relative to baseDir) where the SODL simulation engine and support source
files are located (same as -t in SODL parser command line).

Table 5-7 Configuration file key/value descriptions
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OBJEXT = ".o"

EXEEXT =""
CC = vngvv
LD= "g'H'"

CCFLAGS =" -DLINUX -ftemplate-depth-64 -c -1/ust/include -O2 -0 "
LDFLAGS = "-L/ust/X11R6/1ib -lglut -IMesaGLU -IMesaGL -IXext -1X11 -Im -IXi -IXmu -0 "
REMOVE = "rm -f"

a - $(SODLHOME)/config/dist. GLUT.linux

OBJEXT =".0"

EXEEXT=""

CC= "g+—+—"

1LD= v|g++u

CCFLAGS = "-DLINUX -ftemplate-depth-64 -O2 -c -0 "
LDFLAGS="-0"

REMOVE = "rm -f"

b - $(SODLHOME)/config/dist.Text.linux

OBJEXT =".0"

EXEEXT=""

cCc=" g "

LD=" g SR

CCFLAGS = "-DLINUX -ftemplate-depth-64 -I/usr/include -O2 -c -0 "

LDFLAGS = "-L/usr/X11R6/lib -lglut -IMesaGLU -IMesaGL -1Xext -1X11 -lm -IXi -1Xmu -0 "
REMOVE = "rm -f"

¢ - $(SODLHOME)/config/single. GLUT.linux

OBIJEXT =".0"

EXEEXT ="

CC= ug+_+_n

1LD= ||g++||

CCFLAGS = "-DLINUX -ftemplate-depth-64 -O2 -c -0 "
LDFLAGS="-0"

REMOVE = "tm -f"

d - $(SODLHOME)/config/single.Text.linux

Figure 5-3 SODL configuration files for Linux platform
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Chapter 6. SODL Language Structure

6.1. Overview

The Simulation Object Description Language (SODL) is designed to provide an enhanced event driven
response representation for controlling entity activity in distributed discrete event simulations. It is a
purely event driven language, and has some features of more traditional object oriented languages such as
inheritance. SODL object descriptions are represented as a collection of stimulus/response handlers. That
is, upon receipt of some stimulus, a simulation object will produce a possibly empty collection of internal
and external responses to that stimulus. Here, stimuli are incoming messages, internal responses are state

changes, and external responses are outgoing messages, as depicted in figure 6-1.

Outbound Message 0

Outbound Message 1

Inbound Message ~ p—=-——P»  Simulation process

Outbound Message n

Figure 6-1 Depiction of the stimulus/response notion of a SODL process
This is not the case in SODL. The only mechanism provided for simulation object interaction is message
passing between different instances. Methods are provided for individual instances to manipulate their own

internal state.

6.2. Approach

SODL is a completely event driven language. It is heavily based upon C++, and relies upon many of the
constructs of that language. Source code in SODL is passed through a parser and generates a collection of
C++ files. These files are then compiled using a standard C++ compiler. Though the overall structure of
the programming language is different from C++, the internal code executed when handling events is

entirely C++. The build process is depicted in Figure 6-2.
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SODL code  p——em—pp C++ code —————P» Object Code j|—————» Executable
SODL C++ Linker

parser (sp) compiler

Figure 6-2 SODL project build steps
This approach is similar to others that have been employed for distributed simulation systems. In
particular, both YADDES (Priess 1990) and APOSTLE (Wonnacott 1996) use this approach of translating
a simulation specification from their respective languages, translating these user files into C and C++ files
respectively, and then using standard compiling and linking tools to create an executable. It has the benefit
of allowing systems to be ported to other platforms without having to write platform dependent binary

code.

6.3. Constructs

A construct is the basic building block of SODL. In many aspects, a construct is roughly analogous to a

C++ or Java class. Figure 6-3 shows the basic form of a construct.

{ construct-type:construct-name [ (parent-construct) |
5 |

{ construct-definition }

Figure 6-3 Basic construct form
Constructs are defined in files with a specific extension. Valid construct types and their associated file

types are listed in Table 6-1.

Construct File

. D . .
ype FExtension escription

Defines a message that can be passed between object instances. It can

message .msg contain data and method descriptions. Messages have an associated
delivery time.
Defines behavior of a simulation object instance. It can receive and send
process .proc messages, it has state variables, as well as method descriptions. It also

contains stimulus/response definitions for handling messages.

Table 6-1 SODL Basic construct types
Optionally, constructs can inherit some functionality from a parent construct. Inheritance takes its form by

enclosing the parent construct type into a set of parentheses following the declaration. Some constructs can
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optionally contain no functionality of its own, or extensive definitions of internal data, methods, and

additional construct dependent definitions.

6.3.1. Message constructs

SODL. files with .msg extensions contain message constructs. These message constructs are the means by
which various processes within the simulation communicate with each other. They can have internal data,
called a payload, and methods that act upon that payload. Sp creates two C++ files for each message it
processes. The first is a header file, and the other is a source code file. Details on these files are described
in Chapter 7. Entries for coxﬁpiling them are placed into a Makefile for building the final executable. They

are explored in depth in section 6.7. Sample message constructs are depicted in Figure 6-4.

{message:generic;}

a — generic.msg, a simple message with no data or methods.

{message:child message(parent_message);}

b - child_message.msg, a simple message with no data or methods, with inheritance

Figure 6-4 Sample message constructs

6.3.2. Process constructs

{process:simple;}

a — simple.proc, a simple process with no data, metheds or modes.

{process:child_process(parent_process);}

b — child process.msg, a simple process with no data, methods or modes, inherited from parent.

Figure 6-5 Sample process constructs
SODL files with .proc extensions contain process constructs. A process construct has internal data, called a
state, and methods that act upon that state data. Unlike message constructs, process constructs also have
modes, which in turn have nodes. Each mode can be activated and deactivated independently. Each node
can receive a message of fixed type, which changes the internal state of the process, and transmit messages.

Nodes can only receive messages when their parent mode is active.
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From one process construct, sp creates a pair of files to define in C++ the functionality of the process
within the simulation engine. Details on these files are described in Chapter 7. Sample process constructs

are depicted in Figure 6-5.

6.4. Import declarations

In order to make use of more than one construct, the programmer must reference them from within the

body of all referencing files. This is done through an import directive. Import directives take on the form

depicted in Figure 6-6.

{ import [ construct-type |

construct-namel [,construct-name2 [, ... |]

Figure 6-6 Import directive specification
Import directives should be located at the top of a source code file, prior to the file’s construct definition.
There are two varieties of imports, the first imports SODL constructs for use within the importing

construct, the other imports non-SODL declarations, such as C++ header files.

6.4.1. Importing SODL constructs

{import message {root message} }

{message:start_sim(root_message);}

a — start_sim.msg; Imports message:root_message it to be used in the messages body.

{import message {start sim, SetView} }
{import process {View3D} }

{process:root_process(View3D);}

b — root_process.proc; Imports message:start_sim and message:SetView, as well as
process:View3D. process:root_process inherits functionality from process: View3D.

Figure 6-7 Sample import directives for message and process constructs
For importing SODL constructs, the construct-type in the import directive must match the construct-type in

each of the files associated with the construct name. That is, when importing messages, the keyword
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message is used as the construct-type, and similarly for importing process constructs. This is necessary
because different construct types are used differently in SODL, and the distinction in important. Figure 6-7

illustrates how some simple constructs import other constructs.

Message and process imports must be in either the planDir or the tmpltDir, as defined by the sp command

line parameters.

It’s not normally useful for message constructs to import process constructs. However, the language does
provide for this possibility, even though any attempt to declare a process within a message produces an

error when sp is run.

6.4.2. Importing non-SODL files

{import {<stdlib.h>, <stdio.h>} }

{message:start sim(root message);}

a — start_sim.msg; Imports stdlib.h and stdio.h for use in the start_sim message.

{import std {<vector>} }

{process:root_process;}

b — root_process.proc; imports the declaration for the std::vector class.

{import gvm {Node} }

{process:View3D;}

¢ — View3D.proc; imports the declaration for the gvm::Node class.

Figure 6-8 Sample non-SODL construct imports
Import directives also allow importing C++ header files with a way to allow compilation with external C++

source code. Figure 6-8 illustrates some examples.

Here Figure 6-8a imports the stdlib.h and stdio.h header files into the header file produced for the
message:start_sim construct. This form (omitting the construct-type) should be used for any includes

which are in the C++ global namespace.
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Figure 6-8b imports the header file for the std::vector<T> class. In this case, we use this form for

including headers for declarations in the s¢td namespace.

Finally, figure 6-8c imports the header file gvm/Node.h, which must reside either in planSubdir/gvm or in
tmpltDir/gvm. It will also compile into the final executable the file gvm/Node.cxx. Here any declarations

should be in the gvm namespace.

6.5. Member Variable Declarations

Message and process constructs both allow declaration of member variables. Member variables are

declared inside the construct declaration, and take on the illustrated in figure 6-9.

[namespace::]data-type:variable-name [ [ | [size] ] [ : initial-value ] ;

Figure 6-9 SODL construct member variable declaration
From this we can declare variables of variety of types, including arrays, each of which can be initialized

with a certain value.

6.5.1. Basic data types

Data Type Description

bool Boolean value (takes one of the values {true, false})

byte 8-bit unsigned character value. Defined by typedef unsigned char byte;

char 8-bit signed character value

double Double precision floating point value

float Single precision floating point value

int Single precision signed integer value

long Double precision signed integer value

mtype A Message type value. Defined by typedef sodl::Defs::MessageType sodl::mtype;
rand A random number stream. Defined by typedef sodl::Random sodl::rand.

rocess A handle to a process. Defined by typedef sodl::ProcessHandle sodl::process;

_profile A profiling tool class. Defined by typedef sodl:: ProfileTools sodl::profile.

ptype A Process type value. Defined by typedef sodl::Defs::ProcessType sodl::ptype;
uint Single precision unsigned integer value. Defined by typedef unsigned int uint;
ulong Double precision unsigned integer value. Defined by typedef unsigned long ulong;

Table 6-2 SODL construct member variable basic types
Member variables can take on any of the basic types listed in table 6-2. Each of these data types has
exactly the same properties as the C++ data types of the same name, or typedef as the case may be. In fact,

they are instantiated as those very same C++ data types.
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Table 6-3 provides some sample declarations and their meaning within the SODL language.

SODL Declaration Description

int:x; Creates an integer value named x with an undefined initial value.
double:y(0.0); Creates a double precision value named y initialized to 0.0

float:z[3](1.0); Creates an array of 3 floating-point values, each initialized to 1.0.

char:x{]; Creates an empty array of characters. Initializer cannot be used in this case.
long:y[4]; Creates an array of 4 uninitialized long integers with undefined initial values.

Table 6-3 Sample SODL member variable declarations

{
message:start
{ // message:start
int:x; // Single precision integer
double:y(0.0);  // Double precision floating-point number initialized to 0.0
float:z[3](1.0); // Array of 3 floats each initialized to 1.0
} // message:start
}
a — member variables constituting the payload of message:start instances
{
process:root
{ // process:root
char:x[]; // Uninitialized array of characters of unspecified length.
long:y{4]; // Uninitialized array of 4 long integers
} // process:root
}

b — member variables constituting the state of process:root instances

Figure 6-10 Sample member variable declarations in SODL constructs
Arrays are implemented using the C++ Standard Template Library’s std::vector<T> making them
somewhat more flexible than the traditional C-style technique of using a pointer. Pointers can still be
declared if programmers explicitly state the namespace (i.e. the global namespace). This technique is

covered in section 6.5.2. Some sample variable declarations are provided in figure 6-10.

6.5.2. Extended data types

You can alternately create structures or other data types in a C++ namespace (including the global
namespace). By explicitly specifying the namespace, programmers can provide instances of any variable

type that could be instantiated in a C++ program. Any structures in namespaces (including the global
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namespace) need to be retrieved through an import directive. Some sample variable declarations are shown

in Table 6-4.
Declaration Import Needed Description
. . . std::set<double> instance
std::set<double>:x; {import std {<set>} } named x, uninitialized,
e " . . std::string instance named vy,
std::string:y("Hello") {import std {<string>} } initialized to "Hello" .
An array of 4 GLenum 's
GLenum:mode[4](GL_POLYGON); | {import {<GL/glut.h>} } named mode, initialized to
GL POLYGON.
An instance of gvm::Node*
gvm::Node*:gr node(NULL); {import gvin {Node} } named gr_node, initialized to
NULL,

Table 6-4 Sample extended data type declaration

As in the standard data types, arrays are instantiated as std::vector<T>.

6.5.3. Process constructs as data members

It is also possible to declare processes as variables within process construct declarations. These

declarations can take on either of the two forms shown in Figure 6-10.

When a process is declared within a process construct, it is important to note that the variable associated
with the process declaration is only a handle to the actual process instance, and not the instance itself. No
methods or internal data can be accessed through this handle. The handle acts as an address for message
delivery, and for filtering incoming messages. It does not have any type information associated with it,

though a typed handle can be resolved to gather that information.

When the first form in figure 6-11 is used to declare a process, an actual instance (or collection of them in
the case of arrays) of the type specified by the construct name field is created. The simulation engine
specified in the node-distribution field will then manage the activities of its instances. This form can only

be used in process construct declarations, and not within message constructs.

construct-name:variable-name [ | size | ] | : node-distribution 1 ;
process:variable-name [ [] | [ size }] ;

Figure 6-11 Process member variable declaration
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The second form allows the variable to act as a placcholder and does not actually create any process
instances. Instead, an empty handle (or an array of them) is created which allows local storage of
references to arbitrary process instances. This form can be used in either process or message constructs.

Some sample process declarations are listed in Table 6-5.

Declaration Import Needed Description
ball:b[1000]; {import process {ball} } :arlrr?eyd gf 1000 handles to process:ball instances
Node3D:n; {import process {Node3D} } | Handle to a process: Node3D named n.
process:shapel}; Uninstantiated and unspecified process handle array.

Table 6-5 Process construct declarations
Process instances are statically assigned to a specific simulation engine for the duration of the simulation
run’. The node-distribution field can be used to specify which simulation engine controls each of the
instances declared in the construct. When the node-distribution is omitted for a process declaration, the
construct will be instantiated and controlled in the engine where the construct declaring the process is

controlled.

engine-node-number
< element-node-equation >

Figure 6-12 Forms for specifying controller simulation engine
The two forms for specifying the node-distribution are shown in Figure 6-12. The first form can be used
either with single instances or on arrays or processes. It specifies that the process instance (or all of them in

the case of an array) be controlled by the engine-node-number.

The second form allows for different elements of an array of processes to be controlled by different
simulation engines. This second form allows general C++ code which, when evaluated, produces an
unsigned integer value, to be placed between angle brackets. There is also a macro substitution for the
characters ‘@’ and ‘#’. The ‘@’ character evaluates to the index in the array of the process. The ‘#’
evaluates to the total number of elements in the array. Each element is then assigned to the engine to which

its element-node-equation evaluates. Some examples are listed in Table 6-6,

° There is no process migration in the current SODL simulation engine, though there is nothing to preclude
this feature from future implementations.
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Process declaration Description

A new process: View3D instance is created on simulation
engine 3.

An array of 200 process:Node instances is created on
simulation engine 10.

An array of 10000 process:Simple instances. Engine
i%100 controls simple[i].

View3D:view:3;

Node:nodes[200]:10;

Simple:simple[10000]: @%((long) sqrt(#));

Table 6-6 Engine specification for process declaration
One final note here is that message constructs cannot have as data members explicitly typed process

declarations. That is, only the second form in figure 6-10 is allowed within a message construct.

6.5.4. A note on references and pointers

Because of certain constraints associated with the Time Warp algorithm, C++ references, although ignored
during the initial processing of SODL files (i.e. with sp), may cause problems with C++ compilers. This
stems from the fact that copying class instances containing as member variables references causes some
(perhaps all) compilers to complain without explicit declaration of the copy constructor. The decision to
forgo this declaration (for performance concerns) has made it necessary to likewise forgo the use of

references.

Pointers may be used in lieu of references, though they are stylistically and functionally inferior to
references in C++. Still, even though permitted, their use should generally be eschewed. That’s not to say
that there is no use for them; a pointer was used for the GLUT view manager as a means of allowing a
process to reference the same view instance regardless of its timestamp. This provided a significant
performance improvement while retaining a suitably generalized mechanism for producing graphical

output.

Stepping back to consider the implications of a pointer in a general SODL environment, one sees that any
uses of a pointer must be atemporal in their nature when defined in terms of a process construct, and highly
questionable in terms of a message construct. In the case of a message construct, a pointer really has no
meaning since the destination of the message may be a process instance located on a different host
machine. In the case of a process construct, only the pointer is copied to each process instance during the

state saving portion of the Time Warp algorithm; the data that the pointer points to is not copied.
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Therefore, unless arrangements are made to reallocate data at each of these temporal transitions, all process
instances associated with a particular process (i.e. the same process at different points in time) point to the

same memory location and can interact with the data in that memory location atemporally.

6.6. Method Declarations

Both types of constructs can also declare methods. For messages, these methods behave the way they do in
most object oriented programming languages. That is, a programmer can call a method defined within a
message construct declaration. However, in process construct, since both messages and processes only
have handles to other processes, there is no way to call the methods of another process. The reason for this
is that a process may be instantiated on a remote simulation node, and not directly accessible to the local

process instance. Methods may be declared as indicated in figure 6-13.

method: method-name(access-specifier; return-type; | variable-specifier; [variable-specifier; [ ... 11])

{
}

method-body

Figure 6-13 General method form
The access-specifier is one of {public, protected, private}. It tells the parser what sort of access to the

method is allowed. The meanings are analogous to the respective C++ keywords.

The return-type is simply a C++ data type or any of the data types listed in Table 6-2. Any types not listed
in Table 6-2 need to be prefaced with their C++ namespace identifier, including any types defined in the

global namespace (in this case they need to be prefaced with “::")

Method parameters are defined just like member variables, as described in Figure 6-9. They also require
that any non-standard data types be prefaced with the identifier for the namespace in which they were

defined.

The method-body is nothing more than some C++ code that performs the desired function of the method.

This code is cut from the SODL program and pasted directly into the resulting C++ source code files

Method names must be unique within the process or message in which they are declared.
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message:start
{ // message:start
double:x[10]; // Uninitialized array of 10 doubles
method:getX(public; double; uint:i;)
{ // method:getX(public; double; uint:i;)
return (i<x.size()) ? x[i] : 0.0; // Return x[i] if i is in [0, x.size())
} // method:getX(public; double; uint:i;)
method:setX(public; void; uint:i; double:v;)
{ // method:setX(public; void; uint:i; double:v;)
if (i<x.size()) x[i]=V; // Set x[i] to v if I is n the proper range
} // method:setX(public; void; uint:i; double:v;)
method:init(public; void;)
{ // method:init(public; void;)
for (int i=0; i<x.size(); ++i) x[i}=0.0; // Initialize all elements of x to 0.0
} /I method:init(public; void;)
} // message:start

Figure 6-14 Sample methods
A sample method declaration for a message construct is presented in figure 6-14. Process constructs handle

methods in exactly the same way.

6.7. Messages

{ message:message-name[ (parent-message) |
5 |

{ message-definition}

Figure 6-15 Message construct form
Messages are packets of information passed between process instances and provide the only mechanism for
inter-process communication. Each message has a source process and a collection of destination processes.
They flow from the source process to the processes in the destination list. Figure 6-15 shows the general
form of a message construct. Figure 6-16 shows how the messages flow from source to destination in

detail.
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The message-name is a unique type identifier for the message construct being declared. All message
instances have as their type one of the Defs::MessageType enumerators, Defs::SMT_message-type. The

parent-message allows for inheriting the data members and methods of the parent-message message type.

Sending process

l Controller receiver [—J»{ Receiving process

Process Controller
transmitter Controller receiver |—J» Receiving process
Engine transmitter Controller receiver |—J» Receiving process
Engine receiver Controller receiver —J» Receiving process
Engine Stand Engine receiver | Controller receiver —P»  Receiving process

transmitter

Engine receiver Controller receiver —P» Receiving process
Controller receiver —JP» Receiving process
Controller receiver Receiving process
Controller receiver = Receiving process

Figure 6-16 Message flow from sending process to receiving processes
Messages contain a collection of system-defined parameters, and possibly a user-defined payload and
collection of methods. The message-definition is the user-defined portion of the message definition and

consists of these member variables and methods declared as indicated in sections 6.5 and 6.6 respectively.

In addition to the user-defined portion of a message, there are a number of system-defined methods and

member variables.

6.7.1. System-defined message member variables

The system-defined member variables allow users to customize certain aspects of message delivery.
Though these variables should be manipulated through the provided accessor functions described in section

6.7.2.
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The member variables in Table 6-7 are declared as protected (except for genTime, which is private) and

non-static.

Message

. Description
member variable ‘P

This is the list of destination processes for the message. destination_list is a
typedef of std::map<ulong, std::set<ulong> >.

double:genTime Simulation time at which this message was generated.

message:me A unique identifier for the owning message instance.

Engine node number controlling the message instance. This may be different
from the engine node number where the message was actually generated.

The user can, at compile time specify a collection of destinations for the
bool:preempt(false) | message. If preempt is set to true, the message is not sent to those destinations.
Any destinations added during the handling of the message are retained.

This is shorthand for the source process of this message. source first is the node

destination_list:dest

ulong:node

process:source in the distributed simulation managing the source process. source.second is the
specific index of the source process.

double:time Simulation timestamp for message delivery.

bool:fx(true) The user can set #x to false to prevent message transmission. #x defaults to true.

Table 6-7 System-defined message member variables

6.7.2. System-defined message methods

Access to the member variable listed in Table 6-7 should be performed through the member functions,
rather than direct manipulation of them. Table 6-8 provides a list of useful system-defined message

methods, some of which can be overloaded to change their behavior.

Each of the methods can be overloaded in a message construct declaration, though the only two methods

where this serves any clear purpose are init and getTX.

In the case of init, the default behavior does not do anything; it is an empty function. However, some
initialization of member data may not easily be initialized at the location of its declaration. The init method

is provided as a means to address that shortcoming.

The getTX function can be overloaded to provide a means to test certain conditions that will either permit

or refuse transmission of the message.

In all cases of method overloading, users should ascertain whether they desire the default behavior of the
parent construct to be an aspect of the child construct’s behavior. If so, calls to these parent construct

versions need to be explicitly made from within the construct method of the child construct.
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Message method Description

method:addDest(public; void; process:p;) Adds p to the list of destinations.

method:addDest(public; void; std::vector<process>:p;)

Adds pfi] to the list of destinations,
i<p.size()

method:clearDest(public; void;)

Clears the message's destination list, and
sets preempt to true.

method:getGenTime(public; double;) Returns genTime to the calling routine.
method:getID(public; sodl:: Handle;) Returns a copy of me to the calling routine.
method:getNode(public; long;) Returns node to the calling routine.
method:getSource(public; process;) Returns source to the calling routine.
method:getTime(public; double;) Returns time to the calling routine.

method:getTX(public; bool;)

Returns true if and only if #x is true and the
destination list is not empty. It can be
overloaded to check for additional criteria
for message transmission.

method:gefType(public; mtype;)

Returns the message type to the calling
routine.

method:gefTypeName(public; std::string;)

Returns a string representation of the
message type to the calling routine.

method:init(public; void;)

An initializer that is called immediately
after message generation. It can be used to
perform specific initialization.

method:isPreempted(public; bool;) Returns preempt to the calling routine

method:isType(public; bool; mtype:t;)

Returns true if and only if the message
instance is of type (or a subtype of) ¢.

method:setPreempted(public; void; bool:p;) Sets the preempt flag to p.

method:setTime(public; void; double:z;)

Sets time to ¢. This is adjusted during
message transmission to ensure that it
occurs at some time after the message
generation time (genTime).

method:sefTX(public; void; bool:v;) Sets the #x flag to v.

Table 6-8 Common system-defined message methods

6.7.3. System-defined messages

Message name

Description

message:Antimessage

Antimessage instances are paired with message instances and saved on the
simulation engine that owns the process that is the source of the message.
An Antimessage is transmitted when a rollback causes the engine to revoke
messages that have previously been transmitted. When a message and its
associated Antimessage are combined, they annihilate each other, ensuring
that the original message is never delivered.

message: EndSimulation

EndSimulation messages are time stamped with the end simulation time
(1e307) and are intended to be delivered to all simulation processes by the
time the simulation is complete. This has the affect of setting the system
clock of each engine on an engine stand to the end simulation time when it
has no messages remaining to process

message:StartSimulation

Each process in the simulation receives a StartSimulation message when
the simulation begins. This is time stamped with some time prior to 0
(defaults to —1). This allows individual processes to perform some last
minute inijtialization and set up prior to actually beginning the simulation
run and as a bootstrapping device.

Table 6-9 System-defined messages
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A number of messages are used within the run time system to perform various functions. Users defined
processes can, in some instances receive these messages. Each is defined in detail in the following
sections. Additional messages are defined for the GLUT view manager, and are discussed in more detail in

Chapter 9. These system-defined messages are listed in Table 6-9.

6.7.4. Message Handles

Each message has a message handle, me, containing identifier information. This is a sodl::MessageHandle
instance (which has a typedef to message) and contains the index of the engine where the associated
message was generated, and the message instance count for that message. Each message generated has a
unique message handle. Users should not modify these values, as it may cause problems with message

revocation.

6.8. Processes

Process can be thought of as a self-contained package of state information that responds to incoming
messages. The process will change its state information and send new messages in response to an
incoming message. Messages are processed in time stamp order. The process takes on the time stamp

value of the last message it processed.

{ process:process-name { (parent-process)]

9

{
}

process-definition

Figure 6-17 Process declaration syntax
Processes are isolated message handlers. They are unable to communicate with each other directly, and
must rely exclusively upon message passing to perform this function. Process declarations have the form
specified in Figure 6-17. The process-name is a unique type identifier for the process class being declared.
All process instances have as their type one of the Defs::ProcessType enumerators, Defs::SMT_process-
type. The parent-process allows for inheriting the data members and methods of the parent-process

process type. The process-definition is the user-defined portion of the process definition. It consists of

86




member variable and method declarations as described in section